


The front cover features an illustration of a dragonfly, illustrating 
the interwoven nature of the different disciplines of science, 
and celebrating of the International Year of Biodiversity. The 
back cover features illustrations from René Descartes, the 17th 
century French philosopher and mathematician, hypothesizing 
about the nature of the universe. Though the Cartesian universe 
has long been replaced by one infinitely more complex, the 
legacy of scientists past, an unwavering pursuit for knowledge, 
remains with us today. 

On

the 

Cover

Designed by Teagan White

1

Scientia est
potentia

Knowledge is power



2



p. 514.398.6979 

f. 514.398.6766 

e. mcgillsurj@gmail.com

w. msurj.mcgill.ca

Editors-in-Chief 

Marzieh Ghiasi (Anatomy and Cell Biology)     
Daniel Ting (Microbiology and Immunology)

Managing Editor

Eric Eckbo (Psychology)

Associate Editor

Daniel Friedlander (Biomedical Sciences 
and Philosophy)

Board of Editors

Emily Foxen-Craft (Psychology)
Yi 'Ariel' Liu (Biochemistry)
Alexis Malozemoff (Computer Science)
Erin May (Biochemistry)
Michelle Mayer (Anatomy & Cell Biology)
Laksh Puri (Psychology)
Michael Wales (Physics B.S., Law)
Marnie Wilson (Microbiology & Immunology)
Lisa Zhang (Immunology)
Eric Zhao (Physics)

Assistant Editor

Neil Issar (Biology)

Faculty of Science Advisor

Victor Chisholm (Office for Undergraduate 
Research in Science)

Layout Designer

Arlene Baaco (arlene.baaco@gmail.com)

Graphic Designer

Teagan White (teagan_white@hotmail.com)

The

2009-2010

MSURJ

Committee

McGi



ll Sci


e

n
c

e
 U

n
d

e
r

g
r

a
d

u
at

e
 R

e
s

e
a

rc


h
 Jo

u
r

n
a

l 8
0

5
 S

h
e

rbr



o

o
k

e
 St

. W
e

s
t

 R
o

o
m

 1
B

2
1

 M
o

n
tr


é

a
l, Q

u
é

b
e

c
, H

3
A

 2
K

6
 C

a
n

a
d

a

3



4



Acknowledgements

forward

Genomic and Phenotypic Variability of Mycobaterium avium subspecies

Differential effects of estrogen on memory processes and learning strategies: A selective review 
of animal studies

Caffeinated alcoholic beverage consumption is associated with binge drinking among Canadian 
college students

Bisphenol A impacts cardiomyocyte differentiation in vitro by modulating cardiac protein expression

ERK-CREB Signaling Dysregulation with Increasing Levels of the β-Amyloid Protein

The discrimination of correlated and anti-correlated Motion in the Human Visual System

A new software package to stimulate the pattern of proposed transient chemical structures 
using the multislice simulation of the Debye-Scherrer diffraction pattern for gold nanoparticles

Re-tuning the Walker-Kasting global carbon cycle box model using a parameter sensitivity analysis

Epigenetic Modifiers Enhance Vesicular Stomatitis Virus-Mediated Oncolysis in the Refractory PC3 
Cell Line

New insights into template-based protein modeling techniques

09
07

11

24

55

42

18

30
35

67
61

49

tab
le o

f c
o

n
ten

ts
M

SU
R

J  · VOLUM
E 5 · ISSUE 1 · M

ARCH 2010
M

cGill Science Undergraduate Research Journal 

Simon Yang, David A. Carozza, Lawrence A. Mysak

Marnie Goodwin Wilson, Thi Lien-Anh Nguyen, Laura Shulak, Peyman Nakhaei, John Hiscott

Kerry Weinstein, Zofia Czajkowska, Amélie Nantel-Vivier, Robert O. Pihl 

David A. Tiberi, Minseon Kim

Vimarsha Swami, Lorraine E. Chalifour

Lai Chung Liu, Bradley J. Siwick

Emily R. Lindemer, Ali Syed

Mina Khorashadi

Amanda Grant-Orser, Fabio Canneva

Ehsan Dadvar

5



6



Dear reader,

Undergraduate research has a long history at McGill University. In the 1950s, 
Thomas Chang developed the first artificial cells in his dormitory in Douglas 
Residence Hall. Two decades later, Jack Szostak launched his research career 
as a McGill undergraduate, a career that culminated in the 2009 Nobel Prize in 
Physiology or Medicine. This tradition has enriched the pre-eminent scientific 
research done at McGill and must continue to be cultivated.

In 2006, McGill students took a major step in addressing this need by founding 
the McGill Science Undergraduate Research Journal (MSURJ). MSURJ was the 
first peer-reviewed undergraduate scientific journal in Canada, and since its 
inception has inspired the founding of other scientific journals across the country. 
While our mission is to promote and publish undergraduate research, our mandate 
extends to promoting effective communication in science. We therefore make a 
concerted effort to present our articles with clear and accessible writing.  

This year, we have implemented two major initiatives aimed at increasing the 
breadth and scope of our journal. We partnered with Professor Linda Cooper, an 
expert in scientific writing, to actively instruct our editorial board in the proper 
organization and presentation of scientific results. These lessons ensured a higher 
standard of writing clarity in our publication. We also implemented a community 
outreach program aimed at science students at local CÉGEPs, encouraging them 
to become involved in research as undergraduates and to develop strong writing 
habits. 

Part of our strength at MSURJ derives from our multidisciplinary nature. Members 
of our editorial board are from diverse backgrounds and represent a wide-range of 
departments. Furthermore, the articles in this issue represent domains that range 
from structural bioinformatics to psychology to physical chemistry. Our hope is 
that this diversity will allow you, the reader, to sample the range of possibilities at 
McGill, and to open your eyes to the new paths being forged by young investigators 
in science.

Marzieh Ghiasi and Daniel Ting

Editors-in-Chief

Forward 
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Genomic and phenotypic variability of Mycobaterium 
avium subspecies

ABSTRACT

Introduction: Mycobacterium avium complex consists of M. intracellulare and the subspe-
cies of M. avium subsp. avium, M. avium subsp. paratuberculosis and M. avium subsp. 
hominissuis. Despite their taxonomic relationship, these subspecies are organisms with distinct 
phenotypes, ranging from environmental bacteria that cause infections in immuno-compromised 
hosts to pathogens targeting birds and ruminants. The reasons for the variable pathogenicity and 
host range of M. avium subspecies are not known. We hypothesize that genotypic differences 
between M. avium subsp. avium and M. avium subsp. paraturberculosis can explain different 
pathogenic outcomes. Methods: We used tri-genomic comparisons to look for DNA fragments 
unique to each subspecies. We also used an acute model of mouse infection to determine 
different phenotypic outcomes in response to infection with different Mycobacterium subspe-
cies. Results: Through tri-genomic comparisons we identified genetic regions of interest that 
may contain genes to explain phenotypic or pathogenic differences among subspecies. In an 8 
week course infection, mice infected with M. avium subspecies avium had the highest bacterial 
burden in their spleens and livers. At the same time, mice infected with M. avium subspecies 
paraturberculosis had the lowest bacterial burden. Discussion: Differences in the genomic 
sequences of the M. avium subspecies suggests that these sequences encode pathogenic 
factors. Consequently, this study shows that the sequencing of M. avium subspecies genomes 
can be useful for predicting and explaining variation in pathogenesis. 

Keywords
Mycobacterium avium, Tri-genomic 
comparison, Shotgun sequencing
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Introduction

The genus Mycobacterium has over 130 well-characterized species. 
The most characteristic feature of these species is their thick, 
hydrophobic cell wall containing mycolic acid, which makes them 
very resilient and naturally resistant to many antibiotics. It is also 
responsible for the acid-fast staining property most commonly 
used to identify the mycobacterium. Most Mycobacterium species 
are strictly saprophytic and not known to cause disease in humans 
or animals; however, some species are pathogens. Among the 
pathogenic mycobacteria are Mycobacterium tuberculosis and 
Mycobacterium leprae, etiologic agents of tuberculosis (TB) and 
leprosy respectively. Whilst there has been a decline in the total 
number of leprosy cases, TB remains a threat to public health 
on a global scale. Despite an attenuated vaccine having been 
available for more than 50 years, approximately 2 million people 
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die from M. tuberculosis infections every year and one-third of the 
world’s population is latently infected with M. tuberculosis (1). 

After M. tuberculosis, the most commonly isolated mycobacte-
rial pathogens in clinical laboratories are organisms of the M. avium 
complex (MAC). MAC consists of M. intracellulare and the sub-
species M. avium subspecies avium (MAA), M. avium subspecies 
paratuberculosis (MAP) and M. avium subspecies hominissuis 
(MAH) (2,3). Together these organisms account for over 70 percent 
of non-tuberculosis mycobacterial disease in the United States 
(4,5) and for more than 95 percent of non-tuberculosis mycobac-
terial disease among persons with HIV/AIDS (6). 

M. avium appears to comprise two broad ecotypes of organisms: host-
associated bacteria and environmental organisms. Host-associated 
subspecies include MAA and MAP. MAA is a poultry pathogen 
causing pulmonary TB in birds. MAP is an obligate pathogen 
of ruminants causing Johne’s disease, which is characterized 
by chronic enteritis. Johne’s disease is a significant economic 
problem in the cattle industry. A United States Department of 
Agriculture report from April 2008 suggests that as many as 70% 
of US dairy herds are infected. Although the condition is easy 
to identify once symptoms arise (diarrhoea, weight loss and 
decreased milk production), it is challenging to diagnose in the 
early, asymptomatic stages of infection. Healthy, but infected, 
animals transmit the organism through milk and feces, invis-
ibly spreading the infection to younger animals. Recent studies 
have shown that MAP can survive pasteurization and has been 
identified in off-the-shelf milk from retail grocery stores in the 
US and the European Union (7). Recent reports also implicated 
MAP in cases of Crohn’s disease in humans, a condition charac-
terized by intestinal pathology that is reminiscent of Johne’s dis-
ease in cattle (8,9). People with Crohn’s disease have been shown 
to be seven times more likely to have MAP infection than those 
who do not have Crohn’s disease (8). These observations have led 
to the hypothesis that MAP causes Crohn’s disease in susceptible 
hosts. To date, despite all of the efforts to address the role of MAP 
in this context, the hypothesis that MAP is the cause of Crohn’s 
disease remains neither proven nor refuted (10). 

MAH is the environmental strain of M. avium. MAH is ubiq-
uitous in the environment and can be isolated from fresh and 
saltwater, municipal water systems, pools, house dust and soil 
(11,12). MAH is also known to cause opportunistic infections 
in humans, including lymphadenitis in children, disseminated 
M. avium disease in immuno-compromised patients and pulmo-
nary disease in immuno-competent adults (13,14). The most 
important risk factor for pulmonary M. avium infection in patients 
without HIV infection is underlying lung disease such as cystic 
fibrosis or chronic obstructive lung disease (11). MAH is the 
most commonly isolated clone of M. avium from humans (3); this 

may be due to the fact that MAH is ubiquitous in the environment 
and we are exposed to it more readily than host-associated 
subspecies that are not commonly found in the environment. 

Multilocus sequence analysis, performed on 56 strains of M. avium 
and based on 10 housekeeping genes shared among all the subspe-
cies of M. avium, confirms the classification scheme presented 
(Fig. 1) (2). As seen in Figure 1A, the two independent branches 
extending outward from the complex web consist exclusively of 
environmental strains, meaning that there is relatively small 
variation among host-associated pathogens. A follow-up study 
recently published by Alexander et al. demonstrated that MAP 
has evolved independently in a bi-phasic process from MAH, 
characterized by insertion of novel DNA followed by deletion 
events leading to genomic down-sizing (15). Whether this is the 
case for MAA remains to be seen. Despite this genetic model, 
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Fig. 1. Phylogenetic Representation of M. avium. (A) Unrooted Phylogenetic representation of M. avium 

subspecies based on 10 genes generated in SplitsTree4. The host-associated pathogen lineages are present 

as two independent branches that extend outward from the complex web containing exclusively strains of 

MAH. (B) Phylogenetic analysis of M. avium, based on six genes, using M. intracellulare as an out-

group. As one can see, M. intracellulare remains quite distant from M. avium. (This Fig. was taken from 

“Mycobacterium avium subsp. paratuberculosis and M. avium subsp. avium are independently 

evolved pathogenic clones of a much broader group of M. avium organisms” by Turenne et al.) 

Fig. 1. Phylogenetic Representation of M. avium. (A) Unrooted Phylogenetic 
representation of M. avium subspecies based on 10 genes generated in 
SplitsTree4. The host-associated pathogen lineages are present as two 
independent branches that extend outward from the complex web containing 
exclusively strains of MAH. (B) Phylogenetic analysis of M. avium, based 
on six genes, using M. intracellulare as an out-group. As one can see, M. in-
tracellulare remains quite distant from M. avium. (This Fig. was taken from 
“Mycobacterium avium subsp. paratuberculosis and M. avium subsp. avium are 
independently evolved pathogenic clones of a much broader group of M. avium 
organisms” by Turenne et al.)

Genomic and phenotypic variability of Mycobaterium Avium subspecies
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the reasons for the variable pathogenicity and host range of M. 
avium subspecies are not known. As a result, we decided to con-
duct a series of experiments to further characterize M. avium. 

Our hypothesis is that phenotypic differences between subspecies 
of M. avium are encoded in their genomes, such that compara-
tive genomic analysis can help explain the variance among these 
closely-related organisms. In recent years, genome projects have 
been completed for two of the three major subspecies of M. avi-
um: MAP K-10 (type strain of MAP) and M. avium 104 (type 
strain of MAH). The K-10 genome is 4.83 Mb long, and contains 
4,350 open reading frames. M. avium 104 has an additional 700 
kb of DNA, for a total genome size of 5.48 Mb. Both genomes 
have a G+C content of approximately 69% and comparison of or-
thologous genes reveals 99% sequence identity. Because there are 
three major subspecies of this organism, bi-genomic comparisons 
between these two strains provide an incomplete portrait of the 
genomic diversity of these subspecies. As a result, we decided to 
sequence the type strain of the remaining subspecies, M. avium 
subspecies avium ATCC 25291 as a first step towards a set of 
genomic studies. 

The genome project for MAA ATCC25291 is in its final stage. 
A shotgun library has been generated and 40% of the gaps in 
it have been closed. Through tri-genomic comparisons, we ob-
served genomic variation compatible with the bi-phasic model 
of evolution. We showed that whereas host-associated pathogens 
had smaller genomes than environmental strains, they possess ap-
proximately 200 kb of extra DNA unique to each pathogen. 

We also examined the phenotype of M. avium subspecies by in-
jecting a representative of each subspecies intraperitoneally in a 
neutral, non-natural host: the C57BL/6 mouse. In a neutral host, 
neither subspecies has a replication advantage, which allows a 
comparison of pathogenicity. The murine model is a well-char-
acterized model for mycobacterial infection, and has been used 
to study M. tuberculosis for many years. Mycobacterial burden in 
the livers and spleens of infected mice were examined one, four 
and eight weeks post-infection. We showed that although M. 
avium subspecies behave differently in the host, they do not have 
a common pathogenic profile. This is the first study comparing 
the relative virulence of all three subspecies. 

Materials and Methods
 
GENOME SEQUENCING 
Whole-genome shotgun sequencing is currently the most widely 
used approach for whole genome sequencing. This approach has 
been used successfully  to completely sequence both microbial 

and mammalian genomes. We employed shotgun sequencing to 
determine the complete genome sequence of M. avium subsp. 
avium ATCC 25291. In the shotgun sequencing method, all 
the DNA of the organism of choice is isolated, randomly frag-
mented, size selected and cloned to produce a random library in 
E. coli. The clones are then sequenced using the chain termina-
tion method. By following this procedure for several copies of 
the same long DNA strand, overlapping fragments are created. 
Finally, computer programs align these overlapping sequences 
and determine the original sequence. Once a sufficient number 
of sequences are generated, the sequences are assembled into 
continuous DNA assemblies of the consensus sequence from 
the shorter individual clone sequences. In practice, gaps in the 

E. Dadvar

genome are likely to occur due to repeat areas and unclonable 
regions in the genome. The last step in the shotgun sequencing 
method is to close the gaps. 

Subspec ies Stra in  Name Inoculum Dose
M. avium subspecies 
hominissuis

M. avium 104 4 x 107 CFU

M. avium subspecies 
avium

ATCC 25291 107 CFU

M. avium subspecies 
paratuberculosis

K10 4 x 106 CFU

Table 1. Strain name and inoculum dose of M. avium subspecies injected 
intraperitoneally into C57BL/6 mice.

Our collaborators at the University of Minnesota generated the 
shotgun library and we took the responsibility of closing the 
gaps. The gaps of the MAA genome were bridged by generat-
ing polymerase chain reaction (PCR) products across the gaps. 
Using M. avium MAP-K10 and M. avium 104 genomes, we as-
sembled the DNA fragments and identified the gaps, after which 
we linked the gaps by PCR. The PCR products were sequenced 
by Genome Quebec. The sequences were then inserted into the 
genome, linking the DNA fragments. 

DNA Extraction and PCR Conditions 
Bacterial DNA (M. avium subsp. avium ATCC 25291) was ex-
tracted using ribolyzer protocol. Primers were designed in Prim-
er3 (http://primer3.sourceforge.net/). All PCRs were performed 
in a final reaction volume of 50 μl and contained 100 ng of DNA 
template, 2.5 mM MgCl2, 1× Taq buffer with (NH4)2SO4 (Fer-
mentas), 5 μl of 50% acetamide (Sigma), 0.2 mM dNTPs, 0.5 
μM of each primer and 1.5 U of Taq DNA polymerase (Fermen-
tas). PCR was performed using an Applied Biosystems Gene 
Amp 2700 PCR System under the following conditions: 94 oC 
for 3 min; 30–35 cycles of 94 °C (30 sec), 55 °C (30 sec) and 72 
°C (1.5 min); 72 °C for 5 min, then held at 4 °C. A higher an-
nealing temperature was necessary with some PCRs to minimize 
non–specific amplification. We verified the amplification of PCR 
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products through electrophoresis with 1.5% agarose gels. In cases 
where PCR product was not obtained, we increased the MgCl2 
concentration to 3.5 mM. As a positive control, we also amplified 
the hsp65 gene (~1.5 kb) with every PCR reaction. 

Mice and bacterial culture 
We used germ-free, 8-10 week old male C57BL/6 mice  which 
were purchased from Harlan Labratories and maintained in 
the McGill University Health Centre animal facility. Bacterial 
strains used in our experiments included M. avium MAP K-10, 
M. avium 104 and M. avium ATCC 15291. The strains were all 
grown in Middlebrook 7H9 medium containing ADC supple-
ment (Difco Laboratories, Detroit, Ml) plus 0.04% of Tween 80 
(Sigma, St Louis, MO) and Mycobactin J (Allied Monitor) at 
37 °C. 

Intraperitoneal Murine Model of Infection 
Because these organisms have different natural hosts, we chose a 
neutral, non-natural host: the C57BL/6 mouse. We challenged 
20 C57BL/6 mice intraperitoneally with ~107 CFU of each M. 
avium subspecies (Table 1). The livers and spleens from the in-
fected mice were collected at one, four and eight weeks post-
infection. We sacrificed six animals per group per time-point, 
then homogenized, serially diluted and plated the tissue in Mid-
dlebrook 7H10 medium with OADC supplement (Difco) plus 
Mycobactin J (Allied Monitor) and PANTA (Becton Dickinson 
Diagnostic Instrument Systems, Sparks, Md.), which is a mix-
ture of antibiotics  intended to suppress the growth of contami-
nating organisms. The cultures were incubated at 37 °C and the 
colony forming units (CFU) were quantified after three weeks in 
the case of MAH and MAA, and 8 weeks in the case of MAP. 
Only plates containing 25 to 250 CFU were considered. 

Results 

M. avium subspecies are genotypically 
different 
To determine the genomic variability of M. avium subspecies, 
we decided to do a tri-genomic comparison. Since full genome 
sequences for only two of M. avium subspecies are available, we, 
along with collaborators at the University of Minnesota, decided 
to sequence the genome of the remaining subspecies. Our col-
leagues in Minnesota generated the shotgun library and we took 
the responsibility of closing the gaps, as described below. 

Closing the gaps in MAA genome.
Initially, there were 401 gaps in the MAA ATCC 25291 genome. 
We bridged 160 gaps through PCR. There was a tremendous 
amount of variation in the gap sizes. The largest gap closed was 
~1500 base pairs and the smallest gap was 0, which means there 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2. Weight of Infected Mice over Time. Weight change in response to infection with different 

subspecies of M. avium. The mice in all groups gained weight and did not show any clinical sign of 

illness. 

 

 

 

 

 

 

 

 

 

was no gap separating the adjacent contigs, which are sets of over-
lapping DNA segments from a single genetic source. The average 
gap length, however, was 153 base pairs. Since there were 401 
gaps and 160 of them were closed, the efficiency of PCR in bridg-
ing the gaps was 40%. The sequences I bridged have been deposited 
in GenBank database on 22-Jan-2009. This project is ongoing. 
Given the average gap length is 150 base pairs, we estimate the 
full genome sequence of MAA contains approximately 4.9 Mb. 

Preliminary tri-genomic comparison: Genomic 
variability in different M. avium clones is 
relatively great. 
To determine the degree of genomic variability of M. avium subspe-
cies, we compared the three genomes. Early work based on the 
comparison of the two completely sequenced genomes of M. avium 
MAP-K10 and M. avium 104 and the incomplete sequenced ge-
nome of MAA ATCC 25291 revealed that these organisms share 
a core set of approximately 4000 genes with 99% identity at the 
DNA sequence level. However, there is also significant variability 
between them, as revealed by the presence of ~850 kb of DNA 
unique to M. avium 104, ~260 kb of DNA unique to M. avium 
MAP K-10 and ~200 kb of DNA unique to MAA ATCC 25291. 

M. avium subspecies are phenotypically 
different 
To determine the relative virulence of the three sequenced strains 
of M. avium, we injected groups of C57BL/6 mice intraperitone-
ally with ~107 CFU of each M. avium subspecies. To ensure that 
we  injected the right dose into each group, extra stocks were 
made, serially diluted and plated. The results can be seen in Table 
1. As one can observe, there was some variation in the bacterial 
inocula. The initial differences were taken into account when we 
compared the bacterial burden at different time points by nor-
malizing the CFU values. 

Fig. 2. Weight of Infected Mice over Time. Weight change in response 
to infection with different subspecies of M. avium. The mice in all groups 
gained weight and did not show any clinical sign of illness.

Genomic and phenotypic variability of Mycobaterium Avium subspecies
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Physiologic responses to M. avium infection: 
Mice infected with different subspecies of M. 
avium did not show any clinical sign of illness 
or growth retardation. 
We monitored the animals’ weights weekly as a marker of pathol-
ogy since weight-loss or growth retardation is a global indicator 
of illness. Weight change over time in response to infection with 
different M. avium subspecies is shown in Fig. 2. The mice from 
all groups gained weight and did not show any clinical signs of 
illness. Mice infected with MAH gained 2.5 g, the ones infected 
with MAA gained 4.5 g and finally mice infected with MAP 
gained 3.5 g. Paradoxically, the mice infected with host-associat-
ed strains (MAA and MAP) appeared to gain more weight than 
the mice infected with the environmental strain (MAH). From 
previous experiments we know that C57BL/6 mice infected with 
PBS gain about 2.5 g over 8 weeks. 

Subspecies of M. avium have different patho-
genic profile in acute model of infection. 
To determine the relative virulence of M. avium subspecies, we 
quantified the bacterial burden from spleens and livers of in-
fected mice at different time points. We expected that the mice 
infected with the most virulent subspecies would have the high-

est bacterial burden measured by the number of CFU. Given 
that MAA and MAP are obligate pathogens and MAH is an 
environmental strain, we expected that the mice infected with 
MAH would have the lowest bacterial burden compared to the 
pathogenic clones. The results are shown in Fig. 3. 

We observed similar trends in both the spleens (Fig. 3A) and 
livers (Fig. 3B). At week 1, spleen and liver bacterial burden were 
approximately the same for all groups. However, by week 4, CFU 
values started to diverge. Over  8 weeks, the bacterial burden in the 
spleen and liver of mice infected with MAH was relatively stable. 
There was a drastic increase in the spleen and liver bacterial bur-
den of the group infected with MAA, from ~105 CFU at week 
1 to ~108 CFU at week 8. Unexpectedly, the bacterial burden of 
the group infected with MAP decreased over time even though 
MAP is considered one of the pathogenic strains of M. avium. 

Looking at the CFU values, it was not possible to distinguish 
host-associated subspecies from the environmental strain. MAA, 
a causative agent of avian-TB, showed excellent proliferative ca-
pacity inside the host. MAP, a causative agent of Johne’s disease 
in cattle, showed a poor proliferative capacity. The environmental 
strain was somewhere in between. Our results show that differ-
ent pathogenic subspecies apparently behave quite differently in 
a standardized model of in vivo bacterial replication. 

Discussion 

M. avium consists of a genetically related yet diverse group of 
bacteria in terms of environmental niches, host types and disease 
phenotypes. The basis of this variation is unknown. In order to 
explain this variability, we decided to compare the genomes of 
the three major subsets of M. avium. Since there are three major 
M. avium subsets and the genome projects for only two of the 
subsets are available, our first step was to initiate the genome 
project for the representative of the third subset, MAA ATCC 
25291. Through collaboration with the University of Minnesota, 
we generated a shotgun library and bridged 40% of the gaps in 
the library. Tri-genomic comparisons revealed that although all 
the subspecies share about 4000 genes and are classified as single 
species, the genetic variability is significant. The host-restricted 
subsets, MAA and MAP, have smaller genomes and each contain 
approximately 200 kb DNA unique to them. Given that MAP 
and MAA are pathogens and MAH is an environmental strain, 
the genes present in the extra fragments of DNA are excellent 
virulence factor candidates that may account for the phenotypic 
heterogeneity of M. avium strains. 

We also examined the virulence of M. avium subspecies in 
C57BL/6 mice. It was expected that the pathogenic clones 
would distinguish themselves from the environmental strain by a 
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Fig. 3. Bacterial Burden in the Spleen and Liver of Infected Mice. Bacterial burden in the spleen (A) and 

liver (B) of mice infected with MAP, MAA and MAH. Bacterial burden is approximately the same for all 

groups at week 1 before diverging in subsequent weeks. MAP results are normalized to make up for its 

lower inoculum dose. 

Fig. 3. Bacterial Burden in the Spleen and Liver of Infected Mice. Bacte-
rial burden in the spleen (A) and liver (B) of mice infected with MAP, 
MAA and MAH. Bacterial burden is approximately the same for all 
groups at week 1 before diverging in subsequent weeks. MAP results are 
normalized to make up for its lower inoculum dose.
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common pathogenic profile. Unexpectedly, in an acute model of 
murine infection, it was not possible to distinguish pathogenic 
subspecies of M. avium based on weight of infected mice or bac-
terial burden. 

The infected mice from all groups gained weight and did not 
show any signs of illness. If the mice were infected with M. 
tuberculosis, which is a known mycobacterial pathogen, growth 
retardation would be expected at the bacterial burdens we ob-
served. Therefore, we can conclude that M. avium subspecies are 
not very virulent. It is worth noting that in the case of MAA, the 
bacterial burden was very high (~108 CFU in spleen at week 8) 
and the animals still did not show any sign of illness or weight 
loss. In M. tuberculosis infections, bacterial burdens never rose 
above 106 CFU in the spleen, as by that time all the mice had 
died. This shows that although MAA proliferates rapidly inside 
the host, it is not particularly virulent. 

Although no one has ever compared all three subspecies of M. 
avium in vivo, it has been shown that MAA replicates better 
inside the host and hence is more virulent than MAH. In the 
present study, MAA was shown to replicate more rapidly in vivo, 
whereas MAH was shown to replicate more slowly (Fig. 3). This 
result is consistent with the findings reported by Young et al. that 
MAA is more virulent than MAH (16). In vitro studies compar-
ing MAA and MAH have shown that MAH replicates more 
rapidly within murine macrophages and, unlike MAA, induces 
a strong inflammatory cytokine production, particularly tumor 
necrosis factor-alpha (16,17). It has been hypothesized that the 
rapid proliferation of MAA in vivo may result from its ability 
to suppress host responses, including inflammatory cytokines. 
In contrast, the induction  of inflammatory cytokines by MAH 
may result in a more effective host control of infection. However, 
these in vitro observations need to be confirmed in vivo to deter-
mine whether strong cytokine production in vivo correlates with 
a decreased capacity to replicate inside the host. Future experi-
ments to test this hypothesis would consist of immunological 
assessment one week after infection, when the bacterial burden 
is the same for all subspecies. This experiment would help clarify 
whether MAA replicates better in the host due to its ability to 
subvert host immune responses. 

In contrast to MAA, MAP burden in the spleen and liver de-
creased over 8 weeks (Fig. 3). Unpublished data from our lab 
shows that following intravenous injection of 106 CFU of MAP 
into C57BL/6 mice, there is a persistent infection for up to 6 
months. After combining the results, it appears that MAP is 
more of a stealth pathogen that replicates very slowly inside its 
host and, as a result, is able to persist for a long time. We believe 
that this is why MAP has infected 70% of dairy herds. 

Our results in the present study show that the acute model of 
murine infection holds promise to study MAA virulence factors, 
but is unlikely to serve as a good model to understand MAP-
specific virulence. Using the acute model of murine infection, we 
can start to screen MAA mutants for their virulence and iden-
tify the virulence factors. We can start with open reading frames 
identified as potential virulence factor genes  through the tri-
genomic comparison. 

Subspecies of M. avium behave differently inside the host and 
have different approaches to pathogenesis. MAA proliferates 
rapidly inside the host without generating a deleterious immune 
response. In contrast, MAH presented a reduced capacity to rep-
licate inside the host, likely associated with the induction of a 
strong cytokine response (16,17). MAP did not proliferate as 
well as other subspecies in this model, but from other studies in 
the lab, appears to survive the longest of these three subspecies 
within the host. Very little is known about the biological differ-
ences between environmental, opportunistic and host-restricted 
pathogenic members of M. avium, including their virulence 
mechanisms. 

However, we have begun to identify genetic regions of inter-
est that may contain candidate genes that confer phenotypic or 
pathogenic differences among them, helping guide future func-
tional studies. We also showed that acute models of murine in-
fection, while not very helpful in screening MAP knock-outs, 
can be useful to screen MAA knock-outs for loss-of-virulence. 
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ERK-CREB signaling dysregulation with increasing 
levels of the β-Amyloid protein

ABSTRACT

Introduction: Alzheimer’s Disease is characterized by cognitive impairment and neurodegen-
eration, for which the pathogenic cause is considered to be the accumulation of the β-amyloid 
peptide (Aβ42). The Swedish and Indiana mutations of the amyloid precursor protein gene 
(APPSwe,Ind), found in the genetic familial form of AD, increase Aβ42 levels due to augmented 
enzymatic cleavage. Previous experiments demonstrate that high levels of soluble Aβ42 upregu-
late extracellular regulated kinase 1/2 (ERK1/2) and downregulate cyclic AMP-response element 
(CRE) binding protein (CREB) phosphorylation. Increasing levels of soluble Aβ42 protein are hy-
pothesized to dysregulate the ERK-CREB signalling pathway. Methods: Three plasmid constructs 
containing wild type amyloid precursor protein (APPWt), APPSwe or APPSwe,Ind, each producing 
increasing levels of Aβ42, were stably transfected into eukaryotic cell lines. Immunocytochemistry 
was performed using the McSA1 antibody to measure the amount of Aβ protein in the APPSwe,Ind 
and APPWt cell lines. Cells were stimulated with forskolin and KCl. ERK and CREB phosphoryla-
tion were analyzed by western blot. Results: McSA1 staining demonstrated increased Aβ protein 
in the APPSwe,Ind cell line compared to the APPWt cell line. Upon cell stimulation at 30 minutes, 
the APPWt cell line demonstrated the highest levels of CREB phosphorylation and APPSwe,Ind dem-
onstrated the lowest levels. ERK phosphorylation increased upon stimulation and was sustained 
across all four time points, but there was no significant difference in levels between the clones. 
Discussion: These results suggest that the Aβ protein has beneficial effects on CRE-regulated 
gene expression at physiological levels and negative consequences that mimic Alzheimer’s Dis-
ease at pathogenic levels. 
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Introduction

Alzheimer’s Disease (AD) is currently the leading cause of de-
mentia, affecting 10% of the Canadian population over the age of 
65. AD is clinically characterized by a gradual decline in cognitive 
abilities, and biologically by neuron death in the cortex and hip-
pocampus (1). The pathogenic cause of Alzheimer’s disease has 
been attributed to the β-amyloid protein which exists in two iso-
forms: (Aβ40) at a length of 40 amino acids and Aβ42 at 42 amino 
acids. Since Aβ42 is more hydrophobic and prone to aggregation, 
it seems to be the pathogenic isoform (2). Aβ is cleaved from 
the amyloid precursor protein (APP) by the β and γ-secretases 
sequentially. There also exists a separate processing pathway not 
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linked to AD, in which APP is cleaved by the α-secretase (3). 
Genetic variants of APP have been discovered in familial forms 
of AD (FAD), whereby mutations at the sites of secretase cleav-
age favour the production of Aβ42. Other FAD-related mutations 
have been described for the genes encoding presenilin 1 and 2, the 
catalytic components of the γ-secretase, which also result in aug-
mented Aβ42 production (4). Harnessing these FAD mutations 
has led to the manipulation and study of AD in both in vivo and 
in vitro models to obtain a better understanding of the cellular 
pathology and more effective therapeutic remedies.

Early stages of AD are characterized by the accumulation of in-
tracellular oligomeric Aβ (iAβ). In later stages of disease, indica-
tors of AD pathology include a wide variety of physiological and 
behavioural consequences including, but not limited to, abnormal 
neuron projections, inflammation, neurotransmitter defects, ex-
tracellular Aβ plaque deposition and intracellular neurofibrillary 
tangles (NFTs), which consist mainly of hyperphosphorylated 
microtubule-binding Tau protein (5-9). While many investiga-
tions have studied the consequences of extracellular Aβ plaques, 
researchers have more recently focused on the significance of 
iAβ accumulation in the progression of behavioural impairments 
characteristic of the disease. Current research is also examining 
the roles of neuroinflammation and neurodegeneration (10). This 
“pre-plaque” phenotype of accumulated iAβ has been shown to 
have downstream effects on the phosphorylation of extracellular 
regulated kinase 1/2 (ERK 1/2), an intracellular kinase coupled 
to an extracellular activation signal, and cyclic AMP (cAMP) 
response element binding protein (CREB), a transcription fac-
tor which binds cAMP response elements on DNA to regulate 
transcription (11). ERK is an activation kinase of another ki-
nase called p90RSK, which phosphorylates CREB. Upon phos-
phorylation, CREB acts as a transcription factor for the cAMP 
response element (CRE)-regulated genes. CRE-regulated genes 
are implicated in learning and memory, namely in the develop-
ment of long term potentiation (LTP) at synapses (12-13), a pro-
cess involved in synaptic strength increase and which is greatly 
disrupted in AD. 

Previous in vivo studies suggest that when the Aβ protein is 
over-produced, CRE-regulated gene expression is downregulated 
(11). The effect of Aβ levels on CRE-regulated gene activation 
has also been demonstrated in vitro using transiently transfected 
cells in the lab (14), whereby nucleic acids were introduced into 
the cell by non-viral methods and transiently expressed. The use 
of stably transfected cell lines where there is genomic integra-
tion of the introduced nucleic acids, however, would allow for 
a more precise assay of ERK-CREB signalling regulation and 
better reproducibility of previous experiments. Our hypothesis is 
that with increasing levels of soluble Aβ42 protein, ERK/CREB 
phosphorylation and CRE-directed gene expression will be dys-

regulated. This dysregulation is expected to correspond to the 
amount of Aβ42 produced. To test this idea, three plasmid con-
structs for the expression of wild type APP (APPWt), APPSwe and 
APPSwe,Ind variants, each leading to increased levels of the Aβ 
protein, respectively, were stably transfected into eukaryotic cell 
lines. The consequent dysregulation of ERK-CREB signalling 
was evaluated by measuring ERK and CREB phosphorylation 
before and after chemical stimulation of the cells.

Methods

The DNA constructs were all derived from the pIRES vector 
backbone in which the transgenic protein (APP variants) is ex-
pressed under the control of the human cytomegalovirus (CMV) 
promoter and co-translated with the enhanced green fluorescent 
protein (EGFP). Three transgenic proteins were used: APPWt, 
APPSwe and APPSwe,Ind. Stable transfections were done on PC12 
cells using G418, a neomycin analog, 48 hours after transfection 
for selection. Cells were selected into homogenous populations 
of APP expression using fluorescence activated cell sorting 
(FACS). Immunocytochemistry was used to detect the presence 
of Aβ protein using the MCSA1 antibody. To test the ERK-
CREB signalling pathway, cells were stimulated with KCl and 
forskolin at varying time points and analysed via western blot. 
Results were analyzed by one-way (FACS cell sorting) or two-
way (cell stimulation) ANOVA tests. Differences were consid-
ered statistically significant at p < 0.05 (*). (p < 0.001 is indicated 
by ***). In a separate cell stimulation experiment with time points 
of 30 minutes, 1 hour, 2 hours and 3 hours, results were analyzed 
qualitatively, since N = 1.

Results

Transfections
PC12 cells were successfully and stably transfected with the four 
clones; pIRES (control), APPWt, APPSwe and APPSwe,Ind.  All sub-
sequent results shown are from the PC12 transfected cell lines.

Population Standardization by FACS
Levels of transgene expression can vary with the amount of plas-
mid integrated into the cell genome. To ensure that the cell lines 
being tested expressed APP homogeneously and were compa-
rable, EGFP was used as a second selectable marker for protein 
expression. FACS selected cells based on their emitted green 
fluorescence. Sorting resulted in a standardized population of 
cells with an average of over 75% EGFP positive in all cell lines 
(Fig. 1). The APPSwe clone is shown before and after the sort-
ing process (Fig. 2) as a qualitative example of the homogenized 
population of increased EGFP expression. 
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Qualitative Aβ expression
Immunocytochemistry (ICC) was used to qualitatively analyze 
Aβ protein expression between the different clones. Cells were 
examined at 63x magnification on a confocal microscope, with 
Blue DAPI staining identifying cell nuclei. The primary antibody 
used was McSA1, which is specific for the human Aβ protein, 
and the secondary antibody used was Rhodamine flourophore. 
The negative control (no primary antibody applied) showed min-
imal rhodamine fluorescence, demonstrating the specificity of the 
secondary antibody for McSA1 (results not shown).  The APPWt 
clone had more intense McSA1 staining than the background 
pIRES (control) as well as a unique peripheral pattern. McSA1 
staining correlated with the intensity of EGFP fluorescence, in-
dicating that green fluorescence correlated with transgene pro-
tein expression. Comparison of the APPWt and APPSwe,Ind clones 
(Fig. 3) demonstrated that levels of Aβ protein production were 
much greater in the APPSwe,Ind clone than in the wild-type, as 
evidenced by increased McSA1 staining. The peripheral staining 
pattern in the APP clones suggests Aβ could be contained in 
peripheral vesicles.

CREB phosphorylation before and after
stimulation
Unstimulated (NI), 5 minutes, 15 minutes, 30 minutes

Western blot analysis was used to determine levels of phospho-
rylated CREB (pCREB) in PC12 cells transfected with APPWt, 
APPSwe and APPSwe,Ind clones. There was no statistically sig-
nificant difference (2-way ANOVA) of pCREB levels between 
the clones in unstimulated cells (Fig. 4). Cells were stimulated 
with Forskolin and KCl. Stimulation for 5 minutes demon-
strated that the presence of moderate Aβ levels, produced by 
the APPSwe clone, increased the cell’s responsiveness to CREB 
phosphorylation (p<0.05). After 15 minutes, high levels of Aβ 
produced by the APPSwe,Ind clone appear to inhibit the phospho-

Fig.  1 Cell Fluorescence Before and After Sorting
Comparison of GFP% positive unsorted (US) and sorted (S) cells. Only the 
APPSwe clone had a statistically significant increase in green fluorescence 
(p<0.001).

Fig.  2 APPSwe clone FACS selection (A) before selection (B) after 
selection

Fig.  3 ICC Confocal microscopy
Evidence for the differential expression of the Aβ protein between the (a) 
APPWt and (b) APPSwe,Ind clones.

Fig.  4 CREB phosphorylation levels normalized against β-tubulin before 
and after stimulation 
At 5 min. the rise Aβ levels caused a statistically significant increase in cell's 
responsiveness (p<0.05). At 30 min. intermediate levels of Aβ caused a pro-
gressive decrease in CREB phosphorylation levels, although results were 
statistically nonsignificant (NS). 
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rylation of CREB, though this result did not reach statistical 
significance. At 30 minutes, increasing levels of the Aβ protein 
(APPWt<APPSwe<APPSwe,Ind) caused a progressive decrease in 
CREB phosphorylation. 

Unstimulated, 30 minutes, 1 hour, 2 hours,
3 hours stimulation
A second western blot analysis was used to determine CREB 
phosphorylation levels (Fig. 5), with pIRES CREB phospho-
rylation used as a control. Upon stimulation, CREB phospho-
rylation was greatest at 30 minutes for all clones; the largest 
increase in pCREB was evident in the APPWt clone, followed 
by the APPSwe clone and finally the lowest increase was in the 
APPSwe,Ind clone. At all other time points, however, there was no 
significant difference in pCREB levels between the clones. 

ERK phosphorylation before and after
stimulation
Unstimulated, 30 minutes, 1 hour, 2 hours, 

3 hours stimulation

Upon stimulation, pERK levels were increased in all clones (Fig. 
5), and phosphorylative activation was sustained for all four time 
points. The difference in pERK levels between the clones was 
not significant.

Total protein expression
Total protein expression in the transfected PC12 cells was deter-
mined by β-tubulin levels. Western blot results showed an ir-
regularity in the amount of protein loading between the samples 
(Fig. 5). All western blot statistical analyses of pCREB and pERK 
were normalized to these levels. 

Discussion

The goal of studying the consequences of low pathogenic levels 
of the Aβ protein is to enable intervention in the early stages of 
AD while intracellular Aβ is present, prior to plaque formation. The 
hope is to cure behavioural abnormalities and reverse the decline of 
cognitive function. The motivation prompting the use of the three 
different stably transfected genes was to correlate increasing levels 
of the Aβ protein to the amount of dysregulation in ERK-CREB 
signalling and the subsequent effects on CRE-regulated gene ex-
pression. 

The three stably transfected cell lines used in this study expressed 
homogenous levels of APP protein. Constant expression was achieved 
by three methods: first, the same promoter was used for all three 
plasmid constructs; second, a selectable marker of transgene ex-
pression, EGFP, was co-translated with the inserted gene; third, 
the cells were selected using FACS. Stimulation of the cells by 
intracellular Ca2+ and cAMP production activated ERK-CREB 
signalling. The level of pathway activation was influenced by the 
amount of Aβ protein present, which increased across the AP-
PWt, APPSwe and APPSwe, Ind cell lines.

ERK phosphorylation levels increased upon stimulation and were 
sustained during all four time points in all four cell lines. In vivo, 
this phosphorylation is greatest in APPSwe,Ind  compared to wild-type 
animals (unpublished results) suggesting the Aβ protein induces 
constitutive signalling; however, these results were not replicated 
in vitro. Arvanitis et al. observed a peak CRE-regulated gene ex-
pression 30 minutes after PC12 cell stimulation in APP transfected 
cells (15). In the current study, the first investigative time point 
for ERK phosphorylation was 30 minutes. Therefore, investigat-
ing an earlier time point could yield more conclusive results since 
ERK phosphorylation is upstream of CRE activation.

Fig.  5 Stimulation of transfected PC12 cells
pERK activation is increased upon stimulation and was sustained across all 
time points. pCREB increased upon stimulation and had the greatest in-
crease in the APPWt clone. Among the APP clones, Wt had the greatest and 
Swe,Ind the lowest level of pCREB activity.

Fig.  6 PP2B signaling pathway proposed by Taglilatela et al.
Decreased CREB phosphorylation and activation of the BAD pro-apoptotic 
protein BAD result in the presence of high levels of oligomeric Aβ
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There was a statistically significant (p<0.05) increase in pCREB 
levels at 5 minutes, with moderate levels of the Aβ protein, as ex-
pressed by the APPSwe clone (Fig. 4). The intermediate time point 
of 15 minutes demonstrated that high levels of the Aβ protein, 
expressed by the APPSwe,Ind clone, inhibited CREB phosphoryla-
tion. At 30 minutes, CREB phosphorylation levels progressively 
decreased with increasing levels of Aβ protein (Fig. 4). The APP 
clones differed in their amount of CREB phosphorylation; the 
wild-type clone demonstrated the largest increase, followed by 
the Swe clone and then the APPSwe,Ind clone, (Figs. 4 and 5). 
These results corroborate the theory that APP has an endog-
enous role in the cell by favouring CRE-regulated gene expres-
sion, while the overexpression of Aβ has negative consequences 
on CREB phosphorylation and subsequently CRE-regulated 
gene expression. 

Taglitatela et al. (18) have suggested a possible explanation for 
increased ERK phosphorylation, a kinase of CREB, and decreased 
CREB phosphorylation in the presence of Aβ. Since ERK is up-
stream of CREB, it is theorized that there are phosphatases 
activated simultaneously or after ERK which could act to dephos-
phorylate and rescue CREB activation. One such phosphate be-
ing investigated is the Ca2+/calmodulin dependent phosphatase 
calcineurin (PP2B). Supporting this idea, calcineurin showed in-
creased activity with the application of exogenous Aβ oligomers 
(Fig. 6) (16), suggesting a potential explanation for the results 
shown here. After 15 minutes of stimulation, increased PP2B ac-
tivity induced by the high level of Aβ protein could have rescued 
CREB from activation, elucidating why pCREB levels were lowest 
in the APPSwe,Ind clone. Accordingly, PP2B may not have been ac-
tivated at 5 minutes, allowing moderate levels of the Aβ protein to 
exert positive effects on CREB phosphorylation. The time course of 
PP2B activation upon stimulation and its interaction with intra-
cellular Aβ will have to be investigated to verify this hypothesis. 

Another interesting feature of calcineurin which implicates the phos-
phatase in the pathogenesis of AD is its activation of the proapop-
totic protein BAD (17). As apoptosis is a well-characterized feature 
of the later stages of AD, controlling the dephosphorylative abili-
ties of PP2B through inhibition could help manage some of the 
negative consequences arising from the downregulation of CREB 
phosphorylation and CRE-regulated gene expression seen in AD.

An alternative explanation for high pERK and low pCREB 
levels has been suggested by Echeverria et al. (11). Depending 
on the duration of stimulation, ERK could have varying conse-
quences on its downstream substrates. p90RSK, a CREB kinase 
and an ERK substrate, could be hypophosphorylated either due 
to the simultaneous stimulation of rescue phosphatases or by 
the duration of ERK activity disrupting its kinase activity. This 
would result in a decreased level of CREB phosphorylation (18) 

and CRE-regulated gene expression. Further investigations are 
required to confirm this hypothesis. 

The work described here has several limitations. First, the level 
of CRE-regulated gene expression was not examined and so the 
final product of the ERK-CREB activation observed is still un-
der question. Secondly, a quantitative analysis of Aβ by western 
blot detection was unsuccessful. A likely explanation for this 
failure could be the low loading level of the samples. Future in-
vestigations should perform an enzyme-linked-immunosorbent-
assay (ELISA) which would not only determine the level of Aβ 
protein, but would also distinguish the isoforms Aβ40 and Aβ42. 
Nonetheless, it may be assumed that the results from the ICC of 
the PC12 cells represent the differential intracellular accumula-
tion of Aβ between the APPWt and APPSwe,Ind clones; however, 
APPSwe staining has yet to be completed. In the normal human 
neuron, the percentage of Aβ40 to total Aβ produced is 90% and 
Aβ42 only 10% (19). In contrast, the APPSwe mutation causes 
a shift in the ratio to 20% Aβ42,  the APPInd mutation creates 
a 50/50 ratio Aβ40/Aβ42, and the APPSwe,Ind mutation results in 
almost solely Aβ42 production (20). These investigations support 
the presence of increasing Aβ42 levels within the produced cell 
lines. Finally, the continuing study of AD requires both an ani-
mal model which mimics the phenotype as well as a replicating 
cellular model. The types of cells used in vitro differ in the am-
plitude, magnitude and importance of their respective signaling 
pathways (21), hence it is difficult to produce a reliable cell line. 
While the rat PC12 cell line is neuronal in nature, it is not hu-
man. The McSA1 antibody used in these experiments is specific 
to human Aβ. Consequently, there is limited influence in the 
results from endogenously produced rat Aβ. Due to these collec-
tive limitations, the experiments are being repeated to confirm 
the reliability of the observed results.

The findings from this study can lead to a variety of future re-
search endeavours. One possible direction will be to examine CRE-
regulated genes implicated in synaptic plasticity using reverse 
transcriptase–polymerase chain reaction to compare gene ex-
pression levels between samples. The possibility of localizing the 
expressed Aβ protein within the cell to specific vesicles would also 
be of interest. Furthermore, empirical investigations to deter-
mine the form of Aβ protein accumulated by the cells should also 
be conducted, for example, by using the oligomeric recognizing 
antibody Nu1. Therapeutic testing could also be done. Therapeutic 
testing could be done as well, for instance by using the calcineu-
rin inhibitor FK506 to compare its effects on varying levels of 
endogenously produced iAβ.

To conclude, the stably transfected cell lines of APPWt, APPSwe 
and APPSwe,Ind in PC12 cells demonstrate that increased levels 
of the Aβ protein have a downregulating effect on the phospho-

ERK-CREB signaling dysregulation with increasing levels of the β-Amyloid protein
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rylation of the CREB protein, validating part of the hypothesis. 
While not replicated in these preliminary in vitro experiments, 
ERK phosphorylation is also disrupted in the presence of in-
creased Aβ in vivo. This study, with its intended continuation, 
will help to further our understanding of the AD pathology and 
possible therapeutic remedies.
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Differential effects of estrogen on memory processes 
and learning strategies: 
A selective review of animal studies

ABSTRACT

Estrogen has differential effects on learning and memory. The direction of these effects depends 
on a variety of factors including the type of memory process, task specific demands, dose and 
time course of treatment. While some processes, including working memory, spatial memory and 
place learning, are improved in high estrogen conditions, other processes such as amygdala-
dependent associative memory, reference memory and response learning are impaired. Fur-
thermore, learning strategy is sensitive to the effects of estrogen. Specifically, high estrogen 
conditions promote the use of a hippocampus-dependent strategy, while low estrogen levels bias 
learning towards a response strategy. In humans, the evidence for effects of estrogen on cogni-
tive function is controversial and the mechanisms of action are not fully understood. This review 
will discuss major findings from animal studies, highlighting the modulatory effects of estrogen 
on learning and memory, possible neurobiological mechanisms underlying these effects and 
the implications of these findings for future investigations of the cognitive effects of estrogen in 
humans. 
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Introduction

Although normally thought to regulate reproductive behaviors, 
the steroid estrogen also plays a crucial role in learning and 
memory (1). Investigating the effects of estrogen on learning and 
memory has been motivated by observations of changes in the 
cognitive performance of female rats during different phases of 
the estrus cycle (2, 3), estrogen induced neuronal alterations in 
brain regions associated with learning and memory (4), and most 
importantly, epidemiologic observations indicating that estrogen 
replacement therapy enhances certain cognitive functions and 
delays the onset of memory disorders in post-menopausal wom-
en (1). In recent decades, the effects of estrogen on learning and 
memory have been the subject of extensive investigation. This 
paper reviews the major findings from animal studies regarding 
the modulatory role of estrogen in various memory processes, its 
effects on competing learning strategies and the potential neuro-
biological mechanisms that underlie these effects.
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Effects of estrogen on various
memory processes 
It is generally accepted that different types of memory are me-
diated by distinct neural systems (i.e., interconnected brain struc-
tures). Support for this view comes from human and animal 
studies which show dissociations between spatial, response, working 
and reference memory processes following selective lesions to 
the hippocampus, striatum and the prefrontal cortex, respectively 
(5). Similarly, the steroid estrogen has been shown to modulate 
different memory processes by differentially affecting distinct 
brain regions implicated in memory (6).

Working and reference memory
In 1998, Fader et al investigated the effects of estrogen on the 
performance of ovariectomized female rats in the radial arm 
maze (7). In this task the same subset of arms were baited in each 
trial and the remaining arms always remained unbaited. A work-
ing memory error constituted reentry to a baited arm and a refer-
ence memory error was committed when the animal entered an 
arm that was never baited. Half of the animals received estrogen 
injections that produced circulating levels typical of diestrus, the 
phase of the estrus cycle in which estrogen level is intermediate. 
The results showed that the animals receiving estrogen commit-
ted significantly fewer working memory errors than those who 
did not receive estrogen but that estrogen had no significant ef-
fect on reference memory. Estrogen-induced improvements in 
working memory have also been observed in other variations of 
the radial arm maze tasks (8, 9). In contrast, a study by Davis 
et al. showed that high levels of estrogen significantly improve 
reference memory but have no effect on working memory in the 
radial arm maze task (10). Interestingly, different doses of estro-
gen were used in these studies. In light of the slight differences 
in the experimental designs across these studies, it is important 
to consider whether the effects of estrogen on working and refer-
ence memory are dose-dependent.

In 2002, Holmes et al. designed an experiment to determine 
whether variable doses of estrogen result in different effects upon 
working and reference memory processes (11). Ovariectomized 
female rats were injected with high physiological doses (1.00 μg 
and 5.00 μg) and low physiological doses (0.32 μg) of estrogen 
and were tested on the working and reference memory versions 
of the radial arm maze. The results indicated that high physi-
ological doses of estrogen impaired working memory whereas 
low physiological doses enhanced working memory. On the 
other hand, there were no significant differences between the 
high and low dose groups for reference memory. The evidence 
demonstrates that estrogen has a dose-dependent influence on 
working memory but the mechanisms through which different 
doses modulate this memory process are poorly understood. 

Associative learning and memory
It has been shown that the amygdala plays a critical role in various 
forms of associative learning and memory (12). Though, only a 
few studies have investigated the role of estrogen on amygdala-
dependent associative memory, the results consistently suggest that 
estrogen disrupts this type of memory function. 

Conditioned place preference, a type of amygdala-mediated as-
sociative memory, is adversely affected by high levels of estrogen 
(13). In a study by Galea et al., ovariectomized female rats were 
trained in a radial arm maze task in which only two non-adjacent 
arms were open. One of the arms was baited during all train-
ing trials and both arms were left unbaited during the test trial. 
Preference for an arm was determined by the amount of time the 
rat spent in each arm during the test trial. The results indicated 
that ovariectomized rats treated with vehicle (i.e., non-estrogen 
treated group) had a significant preference for the arm that was 
baited during training trials, while estrogen treated rats showed 
no preference for either arm. In other words, estrogen-treated 
rats were impaired in the task.

Contextual fear conditioning is another form of amygdala-de-
pendent memory process. In one study, for example, male rats 
exhibited faster fear conditioning than female rats (14). Thus, 
it appears that high estrogen conditions disrupt amygdala-me-
diated memory functions. This view is further supported by re-
ports which demonstrate that estrogen attenuates contextual fear 
memory in female rats (15, 16).

Spatial learning and memory
It is generally accepted that the hippocampus processes spatial 
and contextual information (5, 17). Various lesion and pharma-
cological treatment studies indicate that this region is critical for 
spatial learning and memory (18-21). The effects of estrogen on 
spatial memory processes are not fully understood and the results 
are inconsistent; while some studies report estrogen induced en-
hancements in spatial memory, others demonstrate the opposite.  

Packard et al. examined the effects of peripheral and intrahip-
pocampal injection of estrogen on spatial memory in a Morris 
water maze task (22). In this task, a platform is submerged in an 
opaque liquid so that it is hidden from view. The rat is placed in 
the maze from different starting positions and must learn the lo-
cation of the platform using distal cues in the environment (23). 
This experiment, which used ovariectomized female and intact 
male rats, showed that peripheral and intrahippocampal estrogen 
injections enhanced memory retention at 24 hours post-training, 
but only if the injection occurred immediately after training and 
not after a 2-hour delay. In contrast, other studies using the same 
task have reported that high circulating levels of estrogen impair 
spatial learning (24-27). It is important to note that in these 
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studies, levels of circulating estrogen were manipulated before 
rather than after training. Thus, it is possible that high estrogen 
conditions impair performance but not acquisition of the task. Ko-
rol and colleagues observed that rats in the water maze with high 
circulating levels of estrogen have an increased tendency to swim 
along the walls compared to rats with low levels of circulating 
estrogen (25). This behavior may predispose the animal to use 
an inefficient search strategy that can result in poor performance 
on the task. Thus, this impairment in performance may then be 
falsely interpreted as a disruption in learning.

Effects of estrogen on
learning strategies
While studies that manipulate estrogen levels during learn-
ing and performance of a task are inconclusive with regards to 
memory retention and rate of acquisition in certain tasks, they 
can be effective in determining the influence of estrogen on the 
learning strategy used to solve a task. Learning the location of 
an object in a maze may be solved by two different strategies: the 
spatial strategy involves learning the location of the object in re-
lation to distal cues in the environment and is dependent on the 
hippocampus, while the response strategy involves learning the 
location of the object in relation to one’s self and is dependent 
on the function of the striatum (5). Learning the place and the 
response tasks require the use of spatial and response strategy 
respectively. 

In a study by Davis and colleagues, performance on the place 
and response version of the eight-arm radial maze was compared 
between ovariectomized female rats receiving estrogen replace-
ment (OVX + E) and ovariectomized females without estrogen 
replacement (OVX) (10). Estrogen was administered systemi-
cally via 60-day release pellets. Learning rate was considered the 
number of training days the rat required to reach criterion. The 
results showed that OVX + E rats acquired the place task signifi-
cantly faster than the OVX rats. On the other hand, OVX rats 
required fewer days to learn the response task and showed im-
pairment in learning the place task compared to estrogen-treated 
rats. These outcomes are in agreement with the observations re-
ported by Korol and colleagues (28), and support the hypothesis 
that hippocampus-dependent learning (spatial learning) is facili-
tated by high estrogen states, whereas striatum-dependent learn-
ing (response learning) is enhanced in low estrogen and impaired 
in high estrogen conditions.

Further studies have shown that place and response learning are 
impaired by lesions to the hippocampus and the striatum respec-
tively (29). Moreover, compromising hippocampal function pro-
motes response learning, while dysfunction of the striatum facili-
tates place learning (30, 31). These inverse findings suggest that 

there may be a competitive interaction between the hippocam-
pus and the striatum during learning, such that intact function 
of one structure somehow obstructs the relative contributions 
of the other to the task. Similarly, estrogen may modulate the 
relative contribution of the hippocampus or the striatum to task 
learning, biasing selection of one strategy over the other (32). 

In a dual solution T-maze task, which can be solved by a spatial 
or a response strategy, female rats in proestrus (the estrous cycle 
phase during which circulating estrogen levels are high) have an 
increased tendency to use a spatial strategy to solve the task. 
Conversely, rats in estrus (the low estrogen phase of the cycle) 
are more likely to use a response strategy. Rats in diestrus (in-
termediate estrogen phase) show no bias towards either strategy 
(33). These findings support the notion that high levels of estro-
gen bias learning towards a spatial strategy, whereas low estrogen 
levels promote the use of response strategy. Further support for 
this finding comes from a study that used a dual solution version 
of the water maze task. Similar to previous findings, rats with 
high circulating estrogen levels exhibited a preference for the 
spatial strategy whereas, low levels of estrogen promoted the use 
of the response strategy (34).   

Site of estrogen’s effects
In the studies discussed above, estrogen administration was ma-
nipulated systemically, resulting in a model comparable to intact 
rats that went through the estrous cycle regularly. Specifically, 
estrogen was present throughout the nervous system including 
both the hippocampus and the striatum in all tasks; thus, the 
exact mechanism by which estrogen affects learning strategies 
is not clear. One possibility is that estrogen affects only the hip-
pocampus to improve place learning and that impairment in re-
sponse learning is a consequence of the increased competitive 
edge of the hippocampus over the striatum. An equally plausible 
explanation is that estrogen modulates learning through site spe-
cific effects: it directly targets the hippocampus and the striatum 
to improve place learning and impair response learning, respec-
tively (32). 
 
A study by Zurkovsky and Brown was conducted to further in-
vestigate the mechanism by which estrogen alters place versus 
response learning. Estrogen was injected bilaterally into the hip-
pocampus or the dorsal striatum of ovariectomized female rats. 
The animals were trained and tested on the response and the 
spatial learning version of the Y-maze task. In the response ver-
sion of the task, the location of the reward changes in each trial 
and the animal enters the maze from a position such that the 
reward is always located on its right hand side. In the spatial 
version of the task, the location of reward is constant in all trials 
and the animal enters the maze from a different starting position 
in every trial. Thus, the animal must learn the reward location 
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relative to distal cues in the room. The results of this experiment 
demonstrated a simple dissociation: intrahippocampal estrogen 
infusion only enhanced place learning without affecting response 
learning, whereas intrastriatal estrogen infusion only impaired 
response learning and did not influence place learning. The data 
from this experiment suggest that estrogen modulates response 
and place learning by directly acting on the striatum and the 
hippocampus respectively, most likely through independent mo-
lecular mechanisms at these brain regions (29). 

Neurobiological mechanisms 
underlying effects of estrogen
on learning strategies
In addition to behavioral observations, neurobiological investi-
gations have attempted to explain the differential effects of es-
trogen on learning and memory (6, 35). It has proven to be a 
challenge, however, to produce a precise working model of how 
estrogen interacts with the hippocampus and the striatum to 
modulate learning strategies. Various neurotransmitters includ-
ing acetylcholine and dopamine, NMDA receptors and processes 
involved in synaptic plasticity have been implicated in mediating 
the effects of estrogen in the brain.  

Acetylcholine
Substantial evidence indicates the important function of the 
cholinergic system in learning and memory (36-38). In 1997, 
Packard et al. observed that memory enhancing effects of estro-
gen may be blocked by small doses of an acetylcholine receptor 
antagonist. Furthermore, injections of sub-effective doses of an 
acetylcholine agonist along with estrogen produce synergistic 
memory enhancing effects (39). The results suggest that estrogen 
modulates hippocampus-dependent memory processes through 
interactions with the cholinergic system. Further evidence sug-
gests that administration of estrogen enhances learning-induced 
acetylcholine release during place tasks and increases acetylcho-
line levels in ovariectomized rats (40). The estrogen-driven in-
crease in acetylcholine reduces the overall transmission of the 
inhibitory neurotransmitter GABA, which results in reduced 
inhibition of CA1 pyramidal neurons in the hippocampus (10). 
This reduction in inhibition increases the overall excitability of 
the region, enhancing the function of the hippocampus which 
may ultimately result in improvement in place learning (41).

NMDA receptor and long term potentiation
In the past two decades numerous studies have proposed that 
long term potentiation and synaptic plasticity are (amongst) the 
underlying molecular mechanisms of learning and memory (42, 
43). Both these mechanisms involve altering synaptic activity: 
long term potentiation refers to the strengthening of synapses 
based on recent patterns of activity, and plasticity refers to over-

all structural and functional changes at the synapses. It has been 
shown that blocking long term potentiation impairs learning 
and memory and that this process is dependent on the func-
tional integrity of the N-methyl-D-Aspartate (NMDA) recep-
tors (44-46).  High estrogen levels in the hippocampus increase 
NMDA receptor binding density (47). Furthermore, estrogen 
replacement can reverse the reduction in NMDA binding den-
sity produced by ovariectomy. Finally, long-term potentiation is 
strongest during high estrogen states (48) and estrogen alleviates 
detriments in long term potentiation that are caused by NMDA 
receptor antagonists (49). Thus, it appears that high estrogen 
conditions produce a series of interacting effects that facilitate 
excitability and synaptic plasticity in the hippocampus, which 
ultimately enhance hippocampus-dependent learning. In con-
trast, estrogen in the striatum reduces NMDA receptors binding 
density which may impair long term potentiation and synaptic 
plasticity in this structure and ultimately resulting in deficits in 
response learning (47).  

Dopamine
The mechanisms through which estrogen affects striatum-de-
pendent learning are less understood. The striatum lacks α and 
β estrogen receptors (50), implying that a direct effect via es-
trogen receptors is unlikely and that other mechanisms must 
be involved. The most widely reported effect of estrogen on the 
striatum is by interactions with the dopamine system. Numer-
ous studies have shown that estrogen increases the levels of do-
pamine in the striatum (51). Behavioral findings indicate that 
intrastriatal administration of amphetamine, a treatment which 
increases dopamine release, enhances striatum-dependent learn-
ing (52). Given that estrogen increases dopamine release in the 
striatum and that dopamine agonists such as amphetamines im-
prove response learning, it is quite puzzling that estrogen has 
detrimental effects on striatum-dependent learning. 

It is likely that other neurotransmitter systems also play a role in 
mediating the effects of estrogen on the striatum. Acetylcholine 
is a good candidate since estrogen has been shown to modulate 
its transmission in the striatum; low levels of estrogen decrease  
acetylcholine levels by reducing the concentration of the ace-
tylcholine-synthesizing enzyme choline acetyltransferase (53). 
Acetylcholine is used by the tonic (constantly) active striatum 
interneurons. These interneurons persistently inhibit the dop-
aminergic cells, resulting in low basal levels of dopamine in the 
striatum (10). Thus, in low estrogen conditions, reduced cholin-
ergic transmission reduces inhibition of dopaminergic neurons 
resulting in an increased basal levels of dopamine (54, 55). So 
far, it appears that both high and low estrogen states ultimately 
result in increased dopamine transmission in the striatum. It is 
important to note however, that high estrogen levels result in 
an overall increase in tonic basal levels and may not affect the 
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phasic dopamine release in the striatum (56). Phasic dopamine 
release, characterized by high frequency and transient activity 
of dopaminergic neurons, results from perception of novel envi-
ronmental stimuli and is thought to be important for response 
learning (10, 57). Therefore, it is possible that in high estrogen 
conditions basal dopamine levels are so high that they masks the 
phasic release of dopamine in the striatum, resulting in impair-
ment of striatum-dependent (response) learning. 

Discussion

Several lines of evidence from animal studies indicate that estro-
gen differentially modulates memory processes. While estrogen 
improves some processes such as working and spatial memory, it 
may cause impairment in others such as amygdala-dependent as-
sociative memory. The direction of estrogen’s effect on these pro-
cesses is further complicated by variables including dose of treat-
ment and task specific demands such as use of a certain strategy. 

Increased estrogen levels promote spatial strategy and impair the 
use of response strategy. Importantly, relatively low levels of es-
trogen do the exact opposite, impairing spatial strategy and facil-
itating the response strategy. Findings from studies of estrogen 
infusion into the hippocampus and striatum indicate that the 
effects of estrogen on these structures are direct and site specific. 
More importantly, the data show that estrogen’s effects on place 
and response learning are independent from each other and that 
impairment in response learning is not simply a consequence 
of improved hippocampal function. It is not known, however, 
whether estrogen deprivation, which improves response learning, 
acts on the hippocampus and the striatum in a similar direct and 
site specific manner (32). Estrogen differentially affects plastic 
processes (e.g. receptor binding density, long term potentiation) 
across neural structures. In the hippocampus, estrogen interacts 
with the cholinergic system to reduce transmission of GABA 
and increase excitability of this structure. Furthermore, estrogen 
increases NMDA receptor binding density which enhances long 
term potentiation and synaptic plasticity. In the striatum, how-
ever, estrogen interacts with the acetylcholine and the dopamine 
systems to produce a series of effects which result in reduced 
NMDA binding density and plasticity.

The nature of estrogen’s effect on plasticity is not fully under-
stood; the hippocampus contains both α and β estrogen receptors 
while the striatum does not, suggesting that the effects of estro-
gen on this structure may be through an indirect mechanism. 
Despite this, neurons in both structures respond very rapidly to 
estrogen (58, 59), implying non-genomic effects through cyto-
plasmic signaling pathways following membrane or extracellular 
receptor activation. Thus, it is unknown whether the effects of 

estrogen in these brain structures are carried through similar or 
different receptor or subcellular mechanisms.
The effects of estrogen are made even more complex by the evi-
dence that suggests that duration of estrogen exposure or de-
privation, and the age of the animal all play a role in determin-
ing the cognitive and neurobiological efficacy of estrogen.  In a 
dual solution task, continuous estrogen administration to young 
adult female rats for eight weeks failed to produce a bias towards 
spatial strategy that is seen following a shorter term estrogen 
regimen (32). Long term estrogen deprivation due to ovariec-
tomy was also ineffective in producing a response strategy bias. 
These findings suggest that effects of estrogen on learning strat-
egy change over time. Differential effects of treatment duration 
have also been seen in aged rats. Cyclic or short term versus long 
term estrogen regimens are more effective in stimulating plastic 
changes (60),  modulating cholinergic function (61) and learning 
and memory (62) in older rats.

In sum, animal studies show that effects of estrogen on learning 
and memory are extremely complex and that the direction of 
these effects are dependent on specific variables including mem-
ory type, learning strategy, dose and time course of treatment as 
well as age. The notion that estrogen has distinct effects on dif-
ferent memory processes may provide a different interpretation 
of the findings by the Women’s Health Initiative Memory Study 
which showed no cognitive improvements, or in some cases im-
pairment, in post-menopausal women taking estrogen (63). It is 
possible that the tests used in these investigations failed to detect 
task-specific actions of estrogen on cognition known to exist in 
humans (64). Using a more complete battery of neuropsycho-
logical tests that are more sensitive to the effects of estrogen 
may reveal different findings in which both improvements and 
impairments due to estrogen are observed. In depth investiga-
tion of these effects may provide a better framework for under-
standing individual differences in learning styles and cognitive 
changes that occur in aging post-menopausal women and foster 
the development of more effective treatments for aging related 
memory disorders.  
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The discrimination of correlated and anti-correlated 
motion in the human visual system

ABSTRACT

Introduction: How the brain integrates spatial and temporal information is not known. This issue 
is referred to as the “binding problem” of visual perception. It has been proposed that groups 
of neurons which correspond to the same elements of an image become synchronous in order 
to form a coherent neural representation; however, direct experimental evidence supporting 
this role for neural synchrony is highly controversial.  As our perceptual capabilities are limited 
by the neural mechanism that supports them, an alternative approach to understanding neural 
synchrony is to instead characterize our ability to perceive synchrony.  Thus, our aim was to 
demonstrate how correlated (i.e., synchronous) motion is perceived by the brain and how its dis-
crimination can be enhanced or impaired. Methods: In this study, we used human psychophys-
ics experiments to characterize the ability of subjects to discriminate synchrony in a moving 
visual stimulus. Results: By varying stimulus length, motion speed, and direction we found that 
humans were less than optimal in their ability to discriminate correlated motion when compared 
to an ideal mathematical model.  In addition, we found that the length of the entire stimulus was 
not an important factor, but the length of individual motion pulses which made up the stimulus 
was crucial to performance.  Discussion: Overall these results suggest that neural synchrony is 
likely used by the brain, but its resolution is highly limited compared to an ideal model.   
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Introduction

To understand images as a whole, the brain must break down in-
coming visual information into basic categories.  Many neurons 
work together in a complex network to integrate local elements 
into one coherent image; however, the method that the brain uses 
to break down visual information and piece it back together is 
still unclear. While several theories have attempted to reconcile 
this binding problem issue (1), one commonly accepted theory is 
known as binding by synchrony (BBS). Binding by synchrony sug-
gests that detectors in the brain correspond to different low-level 
characteristics of an object, such as color, contrast, shape, and 
spatial and temporal orientation (2).  Neurons which respond to 
each of these categories are able to fire in synchrony, integrating 
to create a meaningful interpretation of the object as a whole. 
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Synchrony of motion falls into the category of ‘temporal ori-
entation’ and plays a very important role in visual perception.  
There are two ways in which this can be interpreted.  Motion 
can either be correlated in the sense of temporal structure, or by 
means of temporal synchrony.  When motion is correlated via tem-
poral structure, the individual elements of a scene follow the same 
relative motion patterns over time. If, on the other hand, motion 
is correlated by means of temporal synchrony, each element of a 
scene changes its motion pattern at the exact same time, in the 
exact same direction.  Research has found that the human visual 
system prefers to use temporal structure as a means of integrating 
synchronous motion when dealing with the binding problem (3).  
Directional motion is also one of the lower-level binding catego-
ries within temporal orientation, and is therefore more quickly 
and easily processed than higher-level properties such as colour 
(4).  This study supports the preference of using temporal struc-
ture to detect synchronous motion. Stimuli were manipulated to 
test different aspects of synchronous motion, such as speed and 
length of presentation in human psychophysics experiments. An 
optimal model was then developed, which was compared against 
human performance to determine enhancements or impairments 
in the discrimination of correlated motion. Our stimuli consisted 
of dot patches moving together horizontally in pulses of differ-
ent time lengths.  Based on previous studies, it was expected that 
human performance would be enhanced with either the length 
or number of motion pulses in the stimuli (5). The question also 
remains whether there is a point at which human performance 
can no longer increase, and whether this plateau is at the same 
level as the optimal model.  

 
Methods and Materials

The stimulus consisted of two target patches that were 3 cm in 
diameter, each made up of random dot patterns of equal densi-
ties. The two patches were placed equidistantly with their centers 
8 cm to the right of and one 3 cm above the centre focal point 
of the screen, and one 3 cm below, as shown in Figure 1.  Mo-
tion sequences were generated for each of the two dot patches 
using two binary sequences.  Each binary value corresponded to the 
direction of one motion pulse with a value of 1 corresponding 
to rightward motion and a value of 0 corresponding to leftward 
motion.  Each of the two sequences was assigned to one of the 
dot patches, whose dots then moved accordingly. Random mo-
tion sequences were generated for the dot patches, depending on 
a level of correlation between -1 and 1 that was indicated by the 
experiment conductor (6).  In the motion patterns, all dots in one 
patch moved together while the patch as a whole remained sta-
tionary. The correlation level between the two patches was then 
observed.   A correlation of 1 corresponded to perfect synchrony of 
motion pattern between the two patches and a correlation of -1 

corresponded to motion between the two patches that was per-
fectly opposite (Fig. 2).  A 17-inch CRT monitor was used with 
1280x1024 resolution and subjects were set at a distance of 60 
cm from the screen.  Random pulse sequences between the dot 
patches were generated and displayed using the Psychophysics 
Toolbox application for Matlab™.  

Data was collected from human subjects using a two-alternative 
forced choice (2AFC) motion discrimination task in which the 
subjects were asked to respond to the motion pattern of the two 
dot patches with an answer of either  “correlated” or “anti-corre-
lated.” Two sets of preliminary trials were run with all subjects.  
In the first trial, the lengths of the motion pulses were varied 
while the number of pulses was held constant. In the second trial, 
the number of pulses presented was varied while pulse length 
was held constant at 100 milliseconds.  This was done to deter-
mine which paradigm produced a greater variation in responses.  
It was found that responses varied more as the length of the 
pulses varied, rather than as the number of pulses presented in 
total varied.  From this, a formal experiment was developed. 

Fig. 1. Dot patches of equal density remained stationary at a fixed, equal 
distance from the central focal point.  The dots exhibited horizontal motion 
according to the level of correlation specified by the experiment conductor.  

Fig. 2. Two binary sequences were generated for each trial, one correspond-
ing to each dot patch.  If the motion of the two patches was the same (S) 
then the motion patterns were considered “correlated.”  If the motion of the 
two patches was different (D) the motion patterns were considered “anti-
correlated.”  Ten of these random pulses were generated between the two 
patches for each trial, with more S pulses in a trial with a higher correlation 
level and more D pulses in a trial with a lower correlation level.
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Four subjects were recruited to participate in this experiment 
(EL, AG, SA, and LM), three of whom were naïve to the purpos-
es of the study, and one was the author.  All subjects had normal 
or corrected-to-normal vision. In the experiment, subjects were 
asked to view a block of 200 trials per sitting; each trial lasted 
for the duration of ten pulses.  Pulse lengths were varyingly set 
at five, ten, or twenty milliseconds for the entire trial block of 
200.  Throughout the trial block, the level of correlation of the 
motion between the two dot patches varied randomly from -1 
(anti-correlated) to 1 (perfectly correlated) on a 0.2 scale. Each 
correlation level was presented an equal amount of times within 
the block. Each subject performed 5 blocks per pulse length, to-
talling 1000 trials per pulse length and 3000 trials in all.  Their 
responses to each trial of “correlated” and “anti-correlated” were 
collected at the end of each trial block.  Data was stored in struc-
ture variables with multiple fields by the Matlab™ program. The 
results from each subject were separated into three groups ac-
cording to the trial pulse lengths, creating three sets of 1000 
trials for each subject. An average proportion of “correlated” re-
sponses to all the levels from -1 to 1 were obtained by counting 
the number of “correlated” responses for each level and dividing 
by the total. A psychometric curve, which is a plot that is gener-
ated to fit the data of correct subject responses as a function of 
the changing properties of the stimulus, was then generated for 
each of the three groups.  The Nelder-Mead nonlinear optimi-
zation method was used to minimize the maximum likelihood 
function for a logistic fit for the data points.  This method is 
included in Matlab™ software packages where it is implicated 
in the “fminsearch” function.  Three psychometric curves were 
generated using the average proportion values for each subject.

A model was developed to analyze what the optimal human re-
sponse should be to trials of different levels of correlation for 
a stimulus of ten pulses. In this situation, “optimal” refers to a 
choice made based solely on the majority of pulses being the 
same or different.  This model was developed by generating long 
motion pattern sequences at all levels of correlation.  Then, the 
probability of two pulses in these sequences being the same (cor-
related) or opposite (anti-correlated) was determined.  Using the 
generated probabilities given for each level of correlation, the 
Binomial Cumulative Distribution Function (Eq. 1) was used to 
determine the likelihood of an observer responding that a stimu-
lus was “correlated” for each level of correlation from -1 to 1 on 
a 0.2 scale.  A value of ten was inserted into the equation for n, 
corresponding to ten pulses, and a value of five was inserted for 

x, corresponding to the number of correlated pulses necessary 
for an observer to consider the majority of the pulses as being 
“correlated.”  These likelihoods were also generated for stimuli 
consisting of other numbers of pulses (Fig. 3).

Results

No significant amount of variation was found in the preliminary 
experiments in which subjects viewed stimuli that varied by the 
numbers of pulses. Therefore, data was only considered from the 
experiment in which pulse lengths alone varied and the number 
of pulses was kept constant at ten pulses per trial.

For each of the three psychometric curves generated per subject, 
the point of most interest on each curve was at 0 correlation, be-
cause when a stimulus has 0 correlation, the subject is essentially 
guessing as to whether it is correlated or anti-correlated.  At this 

Eq. 1

Fig. 3. Optimal model psychometric curves generated for different num-
bers of pulses.  As the number of pulses increased, so did the slope of the 
curve, as well as the model’s accuracy for detecting whether a stimulus was 
“correlated” or “anti-correlated.” 

point, each psychometric curve had a distinct slope, which could 
be used to compare the subject’s performance to the optimal 
model’s performance. Since pulse length did not factor into the 
optimal model’s performance, and the number of pulses was the 
only significant characteristic, subjects’ performances for differ-
ent pulse lengths were all compared against the optimal model’s 
performance at ten pulses.  

As pulse length increased, subjects’ performances became more 
similar to the optimal model’s (Fig. 4).  At pulse lengths of 50 
ms, the average slope for all subjects at zero correlation was a low 

The discrimination of correlated and anti-correlated motion in the human visual system
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3.09.  As the pulse lengths increased, however, so did the slopes 
of the subjects’ psychometric curves.  At a length of 200 ms, 
subjects’ average slope was 4.94, in comparison to the optimal 
model’s slope, which at zero correlation for ten pulses was 5.99.  
The average slopes of all subjects at zero were plotted against the 
optimal model, with one plot for each of the three pulse lengths 
(Fig. 5).  

Discussion

In this experiment, human performance was determined ac-
cording to the slope of the psychometric curve during each ex-
perimental condition. The slopes were viewed at the correlation 
level of zero, so as to precisely analyze the differences in response 
between correlated and anti-correlated stimuli.  A higher slope 
would correspond to a more accurate subject performance, since 
dependent points on the psychometric curve correspond to pro-
portions of “correlated” responses.  At all negative correlation 
levels, an ideal observer would never respond with a “correlated” 
answer and at all positive correlation levels the response would 
always be “correlated.”  Human subjects are not ideal observers, 
however, and statistically the closest that we can come to this 
ideal observer is shown by the optimal model.  With a greater 
number of pulses, the slope of the optimal model’s curve be-
comes steeper (Fig. 3).  When calculating the response prob-
abilities with the Binomial Cumulative Distribution Function, 
the model’s probabilistic response became more accurate with 
more pulses, leading to steeper curves.  

Human performance was expected to approach the level of the 
optimal model as the number or length of the pulses increased. 
Preliminary data ruled out the possibility of human performance 
enhancement through increasing the number of pulses.  This re-
sult could be due to the brain’s limited integration window in 
perceiving visual stimuli (5). The brain is only capable of inte-
grating with a certain level of accuracy at a given speed and pulse 
length. Therefore, if the motion patterns in the stimulus move 
at a set speed and a set pulse length, the number of pulses pre-
sented may not affect the subject’s performance. Based on this 
result, a stimulus of ten pulses or one hundred pulses could then 
be presented at that same pulse length and pulse speed without 
any significant performance change.  Although the pilot trials 
with increased number of pulses increased the total length of 
the trials, we can rule out the possibility of increased trial length 
affecting subject response because of the limiting factor of the 
brain’s integration window.  

In contrast, experimental data showed significant performance 
enhancement with increased pulse lengths and a constant pulse 
number, which does correspond to the second possible method 

Fig. 4. At the longest experimental pulse length, 200 ms, all subjects’ per-
formances became more similar to the optimal model’s.  

Fig. 5. The slopes of each subjects’ psychometric curves were averaged 
for each experimental pulse length.  At 50 ms, there is a great difference 
between subject slope and the model’s slope.  As the pulse length increased, 
the difference between subject slope and model slope became much 
smaller.  Note that the model’s slope never changes, as its decision is based 
solely on majority of correlated pulses, and pulse length is not a deciding 
factor. 
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of enhancing human performance stated in the original hypoth-
esis.  The comparisons between the subjects’ psychometric curves 
and the optimal model’s ten-pulse psychometric curve can be 
seen in Fig. 4. The slopes of all four subjects’ curves ranged from 
4.5 to 5.5 at 0 correlation with a 200 ms stimulus.  According 
to the model, optimal performance would exhibit a slope of 5.99 
with a ten-pulse stimulus.  The increasing slope trend is shown in 
Fig. 5, with the average across-subject slope approaching that of 
the optimal model, with all stimuli consisting of ten pulses. 

The hypothesis also asked whether a threshold exists at which 
point human performance can no longer improve and if that 
threshold would equal the model’s performance.  Trials in this 
study tested pulse lengths of 50, 100, and 200 ms, and an increas-
ing performance trend was seen throughout.  Human perfor-
mance approached that of the model’s (Fig. 5), although the dif-
ference between the average slope and the model at the longest 
pulse length was still greater than 1, which was found to be a 
significant difference.   Although the data presented here satisfies 
the hypothesis, further experimental data should be collected to 
determine if even longer pulse lengths can create greater im-
provement, and if a threshold pulse length exists where the dif-
ference between human performance and model performance is 
not significant. It is clear from this data, however, that human 
performance is improved with longer pulse length rather than 
with a greater number of pulses.  

Conclusion

The results of this experiment appear to support and expand the 
binding by synchrony theory of the Binding Problem.  Binding 
by synchrony explains how neurons that correspond to a certain 
property of an image fire in synchrony, but it does not investigate 
why the groups of neurons fire together or whether this synchro-
nous firing can be made stronger or weaker.  

Our data concerns the property of temporal structure in BBS.  
By manipulating temporal structure by varying stimulus pulse 
lengths, we have elucidated a specific mechanism within the 
Binding Problem. Here, we were able to study exactly how a cer-
tain property of an image can be altered to further enhance or 
decrease visual integration performance.  The influence of tem-
poral structure is more qualitative than quantitative when used 
as a binding element in visual processing.  This was shown by 
demonstrating that the quality (length of pulses) was more im-
portant than quantity (the number of pulses actually presented) 
when determining whether motion pulses were correlated or 
anti-correlated. 

This knowledge of how visual perception is enhanced qualita-
tively will help add to our understanding of how the human 
brain breaks down and integrates information from a dynamic 
environment to create complete, coherent images.  Now that 
specific parameters have been established under which human 
performances become more similar to the optimal model, future 
research will be required to explore how human performance can 
change in comparison to an optimal model through manipula-
tion of different stimuli, such as background distracters, contrast 
changes, shifts in which the two patches are offset by one or 
two pulses (jitter experiments), and spatial changes of the target 
patches.  
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A new software package to stimulate the pattern of 
proposed transient chemical structures using the 
multislice simulation of the Debye-Scherrer
diffraction pattern for gold nanoparticles

ABSTRACT

Introduction: Much recent work in physical chemistry focuses on the ultrafast structural dynam-
ics using new experimental tools like femtosecond electron diffraction. Due to theoretical limita-
tions, an efficient modelling methodology is necessary to help identify and extract information on 
the structure of the sample under study. Methods: A software package was created to implement 
the multislice method for the purpose of dynamically simulating electron scattering in speci-
mens with arbitrary structure. Results: We showed that the simulated Debye-Scherrer diffraction 
patterns of gold nanoparticles are consistent with experimental results. Discussion: Our paper 
demonstrates a reliant and versatile tool that experimenters can use to simulate the pattern of 
proposed transient chemical structures. These structures can be compared with data. 
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Introduction

Given a substance in some physical state and under a certain set 
of environmental conditions, describe its properties at any later 
time when a perturbation is applied. Such is the general form 
of the riddles that natural scientists face. If the changes are of 
a chemical nature, the problem can be rewritten in the atomis-
tic framework of a chemical reaction—the transformation of an 
initial system of molecules (reactants) to a final one composed 
of alternate molecules (products) via some reaction mechanism. 
Indeed, one of the grand goals of all theoretical and experimen-
tal chemists is to provide a real time view of chemical reactions 
by resolving nuclear motions that accompany the breaking and 
forming of chemical bonds in the transition state region of a 
reaction coordinate diagram (1, 2). However, the challenge lies in 
the extremely rapid speed at which chemical processes operate.        

Two notable techniques exist for characterizing the structural 
properties of chemical reactions on short timescales: X-ray and 
electron ultrafast diffraction. Like the strobe lights used in slow 
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motion photography, the periodic ultrafast pulses of probing 
particles illuminate and capture the atomic structure of matter 
at an instant in time. Typically, chemical dynamics are initiated 
with an ultrashort (pump) light pulse and then, at various delay 
times, the sample is probed in transmission or reflection with an 
ultrashort electron (5, 4) or x-ray pulse (6). By recording diffrac-
tion patterns as a function of the pump-probe delay, it is possible 
to follow various aspects of the real space atomic configuration of 
the sample as it evolves during photoinduced structural transfor-
mations (Fig. 1). Researchers recently discovered new properties 
of solid-to-liquid phase transitions using this technique (5).

Methods 

Kinematical Diffraction Theory
The traditional general diffraction theory starts with a plane wave 
incident on an atom, ψinc , of wave vector k, which gives rises to 
another plane wave and an outgoing spherical wave ψscatt: 

	  					     [1]

				     		  [2]

where ƒ(Δk) is the scattering factor for a single scatterer with 
potential V(r).

In the case of diffraction from a material, the coherently scat-
tered wavelet amplitude from all N atoms in the material can be 
summed over to get the total diffracted wave ψ(Δk): 

					      	 [3]

where R j is the position vector of atom j. This is the kinematical 
theory of diffraction.

Dynamical Diffraction Theory
Since the kinematical theory only considers single scattering of 
electrons, a different approach to scattering is needed in order 
to include the effects of multiple interactions. To do so, the 
dynamical theory of diffraction is derived by solving for the 
electron wavefunction ψ( x, y, z) in the Schrödinger wave equa-
tion in a periodic electrostatic potential V( x, y, z): 

					      	 [4]

with            for purely elastic collisions. By assuming that the 
specimen is only a minor perturbation to the electron's motion 
along the z direction, this equation can be approximated in 
operator form as 

					      	 [5]
	  	

						      [6]

A new software package to stimulate the pattern of proposed transient chemical structures using the multislice simulation of the Debye-Scherrer diffraction pattern for gold nanoparticles

Fig.  1. Illustration of an ultrafast electron diffraction experiment.

Complementary to these novel experimental techniques is the 
need for an efficient and robust simulation capability. Computer 
models allow researchers to generate simulated electron diffrac-
tion patterns that are based on suggested structures of transient 
species (7). These results are compared with those obtained experi-
mentally. To perform a simulation, researchers need a numeri-
cal method for solving the electron wavefunction in imperfect 
crystals using a form of the Schrödinger wave equation. Fortu-
nately, many functional algorithms already exist, among which 
the multislice theory (9) and the Bloch wave method (10) are 
the most popular.

In this article, we describe a software package developed to take 
atomic structural data of a sample as input and generate the re-
sulting electron diffraction pattern using the multislice method. We 
use our software to investigate the structure of gold nanocrystals 
as a way to test the software's applicability and consistency. We 
modelled various structural shapes of gold and compared the 
resulting diffraction images. We chose gold for the ready ac-
cessibility of its published data (11). Although much work 
has been done previously on the simulation of such images (12, 
13, 14, 15), the main interest here lies in the development of 
reliable simulation software that permits direct and complete 
control over atomic configuration inputs. Such capability could 
be applied to experiments involving macromolecules, including 
biological systems (16).
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						      [7]

where A, B are non-commuting operators and σ is an interaction 
parameter. As suggested by Kirkland (21), this equation has the 
formal operator solution of 
	  	

						      [8]

After some further algebraic manipulations, a compact iterative 
solution can be found in terms of a convolution: 
	  	
						      [9]

where ψn(x,y) is the wavefunction after the nth layer of atoms,   
t(x,y,z) is the transmission function and p(x,y,∆z) is the propaga-
tor function. Such is the form of the solution that the multislice 
method is implemented numerically. The action of each steps of 
the algorithm on the wavefunction is illustrated in Fig. 2.

Debye-Scherrer Diffraction
If the crystal structure of the specimen is known, the exit wave-
function of the probe electrons can be reliably simulated, and we 
can compute the resulting diffraction pattern from a particular 
zone axis. The width of a typical pulse of electrons is 100 џm 
while that of a nanoparticle is 10 Å. Thus, the cross sectional 
area of a pulse can cover on the order of 105 particles. Therefore, 
such an experimental setup would not generate the spotted 
diffraction pattern of any particular crystal orientation, but a 
Debye-Scherrer diffraction pattern (22), which consists of a series 
of concentric rings resulting from summing over the diffraction 
image of randomly oriented particles (Fig. 4). Such patterns arise 
for polycrystalline and powdered samples. 

 The Debye scattering equation of kinematical diffraction ele-
gantly describes the radial intensity density function in powder 
diffraction patterns: 

	  					     [12]

where the summation is performed over all possible pairs of atoms 
m, n in the specimen.

In the dynamical theory of diffraction, there is no equivalent 
expression to Equation [12] for simply computing the scatter-
ing intensity function for a random orientation. The multislice 
method produces the diffraction pattern for a specific orienta-
tion (h,k,l) only, Ihkl(∆k). As illustrated in Fig. 2, an integration 
over all possible orientations         is necessary. This is approxi-
mated by a Monte Carlo integration scheme: 

	  					     [13]

	  					     [14]

where            are randomly and uniformly selected points on the 
unit sphere, and N is the number of orientations over which the 
powder average is taken.

A structural model for our specimen
Generating a description of the sample in a form that can be used 
in a multislice program is the most difficult part of simulating 
a diffraction pattern. The specimen needs to be described as a 
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Fig. 2. Simplified diagram of the multislice method for solving the dy-
namical scattering problem..
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 In the software implementation, the wavefunction is recur-
sively transmitted and propagated through each slice until it 
is all the way through the specimen. The diffraction pattern is 
simply the modulus square of the Fourier transform Ψ(kx, ky) of 
the exit wavefunction ψ(x, y):
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sequence of layers (in the x,y-plane), with a spacing between 
each layer (along the z-axis). Clearly, not all crystals have such 
convenient structures. Thus, there is no general procedure to 
generate its multislice description. Fortunately, gold has a relatively 
simple structure at standard conditions, with a face centered 
cubic (fcc) unit cell (24).

(21). Specifically, our code includes his implementation for pa-
rameterizing the Hartree-Fock atomic potentials and for com-
puting the two dimensional discrete fast Fourier transform.

Results and Discussion

Through a direct application of kinemetical diffraction theory, 
we computed the position and intensity of all the diffrac-
tion peaks of gold. Our results consistently match theory. In 
particular, the diffraction spots are correctly positioned and have 
the relative intensity profile as predicted by the equations of the 
kinematical diffraction theory. Therefore, we argue that our 
implementation of the dynamical multislice theory is sufficiently 
capable of generating accurate data at each step of the simulation.   

Fig. 5 compares the radial intensity density from experimental 
measurements with results from our software. The actual data 
was extracted from Fig. 4, a powder diffraction image of 15 nm 
gold nanoparticles taken in a transmission electron microscope 

A new software package to stimulate the pattern of proposed transient chemical structures using the multislice simulation of the Debye-Scherrer diffraction pattern for gold nanoparticles

Fig.  4. Experimental data (A) TEM image of 15 nm gold nanoparticles 
(B) the corresponding powder powder diffraction pattern.

Fig.  5. Comparison of radial intensity density from experimental and 
simulated diffraction patterns.

Fig.  3. A ball-and-stick model of a face-centered cubic (fcc) unit cell with 
lattice parameter a. Adapted from (8).

Simulating thermal vibrations in our specimen
At room temperature, the atoms in the specimen vibrate slighty. 
Even for heavy gold atoms, the root mean square displacement ū 
is 0.1414 Å at 300 K (17). Therefore, it is important to be able to 
model the effects of thermal energy on atomic structures.

A general theory of diffraction in the presence of thermal vibra-
tions is complicated (18, 19). A rigorous treatment would involve 
the quantization of these oscillations into quasi-particles (pho-
nons) and apply Bose-Einstein statistics. Given such complexity, 
the frozen phonon approximation is used to numerically simu-
late the effects of thermal vibrations in the specimen. Here, each 
atomic position is displaced by a random amount. However, the 
outputs of a random number generator cannot be used as the 
thermal displacement directly since they have an uniform distri-
bution. For the technique to be equivalent to the Debye model 
of the density of states for phonons, the random offsets need to 
have a standard Gaussian distribution (20) with ū as its standard 
deviation. This is accomplished by applying a Box-Muller trans-
formation on the numbers generated.

Our sofware package
We developed a software package using the multislice method 
to model the electron diffraction patterns of gold nanoparticles, 
taking into account dynamical effects. To simulate the electron 
diffraction patterns for the gold nanoparticles that take into ac-
count dynamical scattering effects, a software package based on 
the multislice method was developed in the C language while 
making use of some pre-existing code published by Kirkland 
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(TEM). The simulations were made for 50 Å model gold par-
ticles at 300 K in a rectangular array. This graph demonstrates 
our software's ability to match the radial distance and height 
of the diffraction peaks in experimental data. However, the ki-
nematical peak intensity decreases too rapidly, leading to sig-
nificant discrepancy for higher order diffractions such as (200). 
In this aspect, the multislice method seems to provide a better 
fit with experimental results. Both approaches fail to emulate 
the decaying background that is featured in the actual diffrac-
tion pattern, but this is acceptable as a known consequence of 
inelastic electron scattering, a type of interaction not included 
in either kinematical or dynamical theories. Another potential 
problem is the broadness of the measured peaks in comparison 
with the relatively narrow peaks of the simulated pattern. This 
disparity is probably due to the energy and spatial spread of the 
incoming electron beam, which tends to broaden diffraction 
peaks (20). These effects were not included in the current simu-
lation since our software assumes the initial wavefunction is a 
perfectly monochromatic planar wave.

The central peak, denoted with the Miller index (000), is caused 
either by the part of the electron beam that has directly transmit-
ted through the sample or by fowardly scattered electrons. Figure 
6 shows a plot of the central peak's intensity for several elements 
as a function of specimen thickness. The onset of these oscilla-
tions occurs later for aluminum (Z = 13) than for gold (Z = 79) 
or uranium (Z = 92). Similarly, the smallest overal decay rate of 
the intensity occurs for aluminum, and the largest for uranium. 
This limiting behaviour is consistent with the expectation that 
the kinematic approach to scattering remains valid for a thicker 
specimen that consists of lighter atoms with a weaker scattering 
potential.

Figure 6 also depicts the decaying oscillation of the diffraction 
intensity. Such behaviour is not predicted by the kinematical 
theory of diffraction. This reflects the need for a dynamical ap-
proach to simulating diffraction in thick specimens. The Debye 
scattering equation assumes that each atom is a single scatterer 
and that the final wavefunction is just a sum over the scattered 
wavelets; therefore, the intensity ought to be constant for any 
specimen depth. In multislice theory, electrons can scatter mul-
tiple times. This causes the forward beam to lose intensity as 
it leaks out and into diffracted beams. However, the diffracted 
beam can scatter back into the main beam. This leads to the ob-
served oscillations in intensity at (000) (11). Given these multi-
ple scattering events, low order diffractions, which are nominally 
forbidden, do occur and rapidly sap away the intensity of main 
beam. However, as the main beam loses intensity, these unusual 
scattering events become less likely, leading to a stabilization of 
the beam intensities.

L.C. Liu and B.J. Siwick

Fig.  6. Comparative plot of the intensity at the (000) point in the simu-
lated diffraction pattern from multislice theory for a film of Al, gold and U. 
The same lattice structure (fcc unit cell at 4.0782 Å) was used for all three 
elements.

In Figure 7, we plot the dynamical radial intensity density for 
different particle diameters. As expected, the overall trend is the 
progressive sharpening of the diffraction peaks as the size of par-
ticles increases. As the number of atoms increases, diffractions 
favoured by the structure factor rules tend to occur more fre-
quently and thus become increasingly better defined when com-
pared with the kinematically forbidden ones.

Figure 8 plots the dynamical radial intensity density for different 
interparticle distances. Although no quantitative analysis was 
made, the main effect of changing the large scale structure of the 
specimen is an expected broadening of the diffraction peaks. In 
particular, a decrease in the interparticle distance causes the in-
terference between trans-particle pairs of atoms, and the appear-
ance of high frequency envelope. This peak envelope is simply a 
sinc function whose frequency is proportional to the interpar-
ticle distance.

Figure 9 illustrates the effects of thermal vibrations by compar-
ing the radial intensity density function simulated at different 
temperatures (0 K, 300 K, 1337 K). Here, the diffraction peaks 
are observed to be increasingly suppressed as the specimen tem-
perature rises. In addition, the intensity suppression is stronger 
for higher order diffractions. This is clearly shown in Figure 
10, where the intensity of several prominent diffraction peaks 
is plotted on a logarithmic scale. On this plot, the intensities 
decrease linearly and do so more strongly for higher order peaks. 
Both plots are consistent with the effects of the Debye-Waller 
factor, which has the exponential form       ,  	            . There-
fore, the multislice method, supplemented by the frozen phonon 
approximation, has correctly reproduced the predicted diffrac-
tion features due to thermal vibrations.

!
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Fig.  8. Comparison of dynamical radial intensity density for different gold 
interparticle distances.

Fig.  9. Comparison of dynamical radial intensity density for different 
specimen temperatures.

Fig.  10. Comparison of dynamical peak intensity for different diffraction 
peaks and specimen temperatures.

Fig.  7. Comparison of dynamical radial intensity density for different gold 
particle diameters.

Conclusion

Our results demonstrate that our implementation of the mul-
tislice approach is sufficient in attaining our stated goal of gen-
erating powder diffraction patterns for gold nanoparticles. In 
particular, comparison between the dynamical and kinematical 
results show that the former provides a better fit with experi-
mental results. Further analysis shows that the simple Debye 
scattering equation is not sufficient for modelling diffraction 
in 50 Å gold clusters since there are significant dynamical cor-
rections. The main corrections were seen to be progressive peak 
broadening, suppression of (111) peak intensity, enhancement of 
higher order peak intensity, and inward peak shift.

Future work entails improving the software package introduced 
in this article. Some improvements include using complex elec-
tron scattering factors (25) to model inelastic scattering, 
simulating an imperfect initial electron beam by averaging the 
multislice diffraction pattern over a range of illumination angles 
to take into account a partially coherent beam (21).
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Bisphenol A impacts cardiomyocyte differentiation in 
vitro by modulating cardiac protein expression

ABSTRACT

Introduction: Bisphenol A (BPA) is an environmental toxin commonly found in plastics and is 
able to mimic the actions of endogenous steroid hormones. BPA binds and activates intracel-
lular estrogen receptors (ERα and ERβ) and estrogen related receptor γ (ERRγ), all of which are 
present in cardiomyocytes. However, it is unclear how BPA impacts the heart. We hypothesized 
that BPA modulates the expression of proteins regulating cardiac structure, energy and calcium 
homeostasis during cardiomyocyte differentiation in vitro. Methods: We differentiated H9C2 cells 
into cardiomyocytes in hormone-replete (RM) or hormone-depleted (HD) media. We co-treated 
the cells with graded amounts of BPA and pure anti-estrogen ICI 182,780, which blocks ERα 
and ERβ activity. Immunoblotting measured the expression of the structural protein β-myosin 
heavy chain (βMHC), calcium homeostasis protein sarcoendoplasmic reticulum calcium ATPase 
(SERCA2a), and the cardiac energy-producing protein creatine kinase (CK). Results: Expression 
of these proteins was hormone-dependent during cardiomyocyte differentiation, with expression 
highest in RM media after 72 or 96 hours of differentiation. Adding 10-8 M BPA to HD media 
increased cardiac structural (βMHC), energy (CK), and calcium homeostasis (SERCA2a) protein 
expression. Conversely, 10-7 M BPA added to RM media decreased protein expression. Co-
treatment with ICI 182,780 reduced BPA-mediated induction of SERCA2a and CK expression 
in HD media. Discussion: BPA modulates cardiac structure, calcium and energy homeostasis 
protein expression during cardiomyocyte differention in vitro. Moreover, the data suggest that 
BPA mediates these changes in protein expression through activation of cardiomyocyte ERα, 
ERβ, or ERRγ.
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Introduction

Bisphenol A (BPA) is a known endocrine disruptor prevalent 
in the environment. Endocrine disruptors are environmental 
chemicals that can mimic the action of endogenous steroid hor-
mones with some shown to alter reproductive tissue development 
(1). BPA is a component of polycarbonates and other plastics, and 
can leach into stored foods and drinks. BPA is one of the most 
common chemicals used in industry today and has the potential to 
become a major environmental toxin (2). Recent measurements 
indicate that greater than 92% of people have detectable levels 
of BPA in urine, indicating continued and chronic exposure (3). 
In 2008, BPA was judged by Health Canada to be a substance 
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that may be entering the environment in quantities sufficient to 
constitute a danger to Canadians’ health (4). The daily exposure in 
Canada, mostly through diet, is estimated to be 0.67 μg/kgBW/
day for adults, between 0.8 and 2.27 μg/kgBW/day for children 
and 0.92 to 4.3 μg/kgBW/day for infants up to 18 months old (4).  

Studies have shown that when pregnant rodents were treated with 
low dosages of BPA, amounts commonly found in human blood 
and tissue, BPA entered the rodent placenta, accumulated in the 
fetus, and altered reproductive and non-reproductive tissues 
(1). BPA has been shown to impact the development of both 
the male and female reproductive tracts in developing fetuses 
(1). Chronic exposure to BPA from conception is therefore a 
widely-prevalent phenomenon. Researchers have shown that 
BPA acts in a manner similar to sex hormones, and modulates 
protein expression by binding estrogen receptor α (ERα) and 
estrogen receptor β (ERβ) (5). The activated ERs then activate 
ER-dependent target transcription (6).  Alternatively, studies 
have also shown that BPA behaves as an endocrine disruptor by 
binding estrogen related receptor γ (ERRγ) (7). Finally, BPA 
also inhibits the activity of the thyroid hormone triiodothyro-
nine (T3) (8). 
 
It is well known that men and women develop heart disease dif-
ferently. Sex hormone activation is thought to play an important 
role in determining cardiac structure and function, and could 
account for differences between men and women in developing 
heart disease, though this is largely unresolved (9). Cardiomyo-
cytes express androgen receptors (ARs), ERα, ERβ, and ERRγ 
(10). Consequently, cardiomyocytes can respond to steroid hor-
mones, and thus can also respond to environmental endocrine 
disruptors such as BPA. Although the impact of BPA on vari-
ous mammalian tissues is well documented, little is known about 
the effects of this endocrine disruptor on the heart structure and 
function during development. In particular, BPA’s possible effects 
on cardiomyocyte development are largely unexplored and unre-
solved. Cardiac differentiation requires expression of structural 
proteins involved in contraction, such as β-myosin heavy chain 
(βMHC); calcium homeostasis proteins that are also involved in 
the control of contraction, such as sarcoendoplasmic reticulum 
calcium ATPase (SERCA2a); and proteins involved in cardiac-
specific energy production, such as creatine kinase (CK). 

We hypothesize that BPA modulates the expression of cardiac 
structural, energy and calcium homeostasis proteins during car-
diomyocyte differentiation in vitro. 

Model and experimental plan
We used H9C2 cells in our experiments. This permanent cell line 
is derived from rat cardiac ventricular tissue (11), and can be dif-
ferentiated into a cardiomyocyte lineage in vitro. We measured 

the expression of cardiomyocyte structural (βMHC), energy (CK) 
and calcium homeostasis (SERCA2a) proteins. 
 
To test our hypothesis, we cultured H9C2 cells in hormone-re-
plete (RM) and hormone-depleted (HD) media, and determined 
the conditions for optimal differentiation. To test the influence of 
BPA on differentiation and protein expression, we added graded 
amounts of BPA to RM and HD media. To test the mechanism 
of BPA action, we treated cells with both BPA and pure anti-
estrogen ICI 182,780, which binds both ERα and ERβ with high 
affinity and blocks putative ER activity. 
 
We expect expression of these important cardiac proteins to rise 
as differentiation progresses in cells treated with hormone-replete 
media. We also expect lower protein expression in cells treated 
with hormone-deficient media, compared with cells treated in 
hormone-replete media, since we hypothesize that sex hormones 
modulate gene expression during cardiomyocyte differentiation. 
We also anticipate increased expression of cardiac-specific pro-
teins in cells treated with both BPA and hormone-deficient me-
dia, compared with hormone-deficient controls lacking BPA, as 
we expect BPA to bind and activate ERs or ERRγ. If BPA does 
indeed bind the ERs, we anticipate that the effects of BPA on 
protein expression will be reversed back to control levels when 
ICI 182,780 is added to cells in culture.

Methods

Cell Culture
H9C2 cells were plated in 60 mm cell culture dishes and cul-
tured in Dulbecco’s Modified Eagle Medium (DMEM). Penicillin, 
streptomycin, and 10% Fetal Calf Serum (FCS) were added (all 
from Invitrogen). At 90-95% confluency, the media was changed 
to differentiation media. Hormone-replete differentiation media 
(RM) contained DMEM, 1% FCS and antibiotics. Hormone-de-
ficient differentiation media (HD) contained phenol-free DMEM, 
1% charcoal stripped-FCS and antibiotics. 10-8 M Retinoic Acid 
(RA) (Sigma-Aldrich) was added daily to induce cardiac differ-
entiation. Media were changed every 48 hours for all experiments. 

Protein Isolation and Immunoblot Analysis
Cells were homogenized in SDS lysis buffer containing 62.5mM 
Tris pH 6.8, 2% weight/volume SDS, 10% glycerol, 50 mM di-
thiothreitol and 0.01% w/v bromophenol blue. Proteins were 
separated using 8% SDS-polyacrylamide gel at 80 mV, and then 
transferred to a Immobilon P blotting membrane (Millipore) at 
90 mV for 2 hours at 4 ºC using a wet transfer apparatus. 

The membranes were stained with Ponceau S, and then blocked 
with 10% TBS-T (βMHC, CK) or 10% PBS-T (SERCA2a) in 
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milk for 1 hour. Membranes were then incubated overnight at 4 
ºC in 5% TBS-T or PBS-T milk containing primary antibody. 
βMHC primary antibody (MF-20 culture supernatant) was di-
luted 1:10, SERCA2a antibody (Santa Cruz) 1:100 and CK an-
tibody (Sigma-Aldrich) was diluted 1:1000. 

Membranes were then washed 3 x 15 minutes in TBS-T or PBS-
T, and incubated for 2 hours at room temperature in 5% TBS-T 
or PBS-T milk containing horseradish-peroxidase coupled sec-
ondary antibody. Anti-mouse secondary antibody (Pierce) was 
used for βMHC (1:10000 dilution) and Creatine Kinase (1:8000 
dilution). Anti-goat secondary antibody (Pierce) was used for 
SERCA2a (1:5000). After incubation, membranes were washed 
3 x 15 minutes in TBS-T or PBS-T. We then performed chemi-
luminescent detection of specific binding, following the manu-
facturer’s instructions (Pierce, Rockford IL). We then normal-
ized protein levels using the bands obtained from the loading 
control gels (discussed below). 

Loading Control for Immunoblot Analysis
For immunoblot analysis, 25 μL of homogenate was loaded in 
each well. For a loading control, protein samples separated on 8% 
SDS-Polyacrylamide gels were stained with Coomassie Brilliant 
Blue 250 to visualize bands. We quantified bands to compare the 
relative amounts of protein loaded in each well, and all experi-
mental results were normalized to these values. 

Statistical Analysis
Normalized and vehicle-corrected values for relative protein 
expression are shown in Figures 1 to 3. Paired t test was used 
to compare relative protein expressions when needed. Values of 
P<0.05 were considered statistically significant. 

Results

Experiment 1: Differentiation Time Course for 
H9C2 cells in Hormone-Replete and Hormone-
Depleted Media
To test the impact of sex hormones on the expression of car-
diac structural (βMHC), energy (CK) and calcium homeostasis 
(SERCA2a) proteins during the time course of cardiomyocyte 
differentiation, a first experiment (Experiment 1) was performed 
in which protein expression was measured using immunoblot-
ting at 24, 48, 72, and 96 hour intervals after the change to dif-
ferentiation media (Fig. 1) in HD and RM. 

βMHC expression increased with time in RM as the H9C2 cells 
differentiated into cardiomyocytes (RM 72: P <0.002, RM 96: 
P<0.04 compared with RM 24). Also, the RM 72 and RM 96 
treated cells showed higher βMHC expression than HD treated 

Protein RM 24     RM 48     RM 72     RM 96      HD 24     HD 48     HD 72    HD 96

βMHC

! 1.00          1.22       8.82         9.89          0.59       0.74        0.75       0.28

CK

! 1.00         0.88        1.39         1.40         0.71        0.75        0.90       0.85

SERCA2a

! 1.00        0.99         0.93        1.53         0.78        0.59        0.48       0.36

Loading

!

Fig. 1. Differentiation Time Course for H9C2 cells cultured in hormone-
replete (RM) media and hormone-depleted (HD) media. Daily additions 
of retinoic acid induced cardiomyocyte differentiation. Cells were harvested 
after 24, 48, 72, or 96 hours. Relative protein expression (βMHC, CK, SER-
CA2a) was measured using immunoblotting. Relative protein expression, 
quantified using ImageJ software and normalized to Coomassie-stained gel 
used as loading control, is shown below each immunoblot (values in arbi-
trary units). These values are averages taken from all repeats conducted.  The 
loading control is shown below the data for the proteins.

cells (P < 0.002 at 72 hours, P < 0.035 at 96 hours). We observed
a similar pattern when the expression of SERCA2a and CK was 
measured. We observed higher SERCA2a and CK expression in 
RM treated samples than in HD treated samples, though this 
difference in expression was less pronounced than what was ob-
served with βMHC. During the differentiation time course for 
RM treated cells, SERCA2a expression appeared to be highest 
after 96 hours, and CK expression appeared to be stronger after 
both 72 and 96 hours. 

Experiment 2: Effects of BPA on Cardiomyocyte 
Protein Expression in H9C2 cells cultured in 
RM and HD media
To test the hypothesis that BPA modulates the expression of car-
diomyocyte structural, energy and calcium homeostasis proteins, 
we performed a second experiment to compare protein expres-
sion in H9C2 cells treated with BPA with control groups not 
treated with the endocrine disruptor. Cells in the control group 
were differentiated in RM or HD media alone, while cells in the 
experimental groups had 10-7 M or 10-8 M BPA in methanol 
(MeOH) added to the culture at the time of differentiation in-
duction. Controls for both types of media were treated with an 
equal volume of MeOH only. Cells were harvested after 72 or 96 
hours. Results are shown in Fig. 2.

When 10-7 M BPA was added to RM media for 72 hours, ex-
pression of the structural protein βMHC was decreased (P<0.03) 
compared with the RM 72 MeOH control. However, when 10-8 

Bisphenol A impacts cardiomyocyte differentiation in vitro by modulating cardiac protein expression
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!Media type: rm rm rm rm rm rm HD HD HD HD HD

Differentiation 
Time (hrs):    

72 72 72 96 96 96 72 72 72 96 96

MeOH: + - - + - - + - - + -

10-7 M BPA: - + - - + - - + - - -

10-8 M BPA: - - + - - + - - + - +

! !

Media type: rm rm rm rm rm rm HD HD HD HD HD

Differentiation 
Time (hrs):    

72 72 72 96 96 96 72 72 72 96 96

MeOH: + - - + - - + - - + -

10-7 M BPA: - + - - + - - + - - -

10-8 M BPA: - - + - - + - - + - +

Media type: rm rm rm rm rm rm HD HD HD HD HD

Differentiation 
Time (hrs):    

72 72 72 96 96 96 72 72 72 96 96

MeOH: + - - + - - + - - + -

10-7 M BPA: - + - - + - - + - - -

10-8 M BPA: - - + - - + - - + - +

!

!

!

! !

Loading

controls:

Media type: rm rm rm rm rm rm HD HD HD HD HD

Differentiation 
Time (hrs):    

72 72 72 96 96 96 72 72 72 96 96

5 uL MeOH: + - - + - - + - - + -

10-7 M BPA: - + - - + - - + - - -

10-8 M BPA: - - + - - + - - + - +

!

Fig. 2. Impact of Bisphenol A on Cardiomyocyte Differentation. H9C2 cells cultured in hormone-replete (RM) media and hormone-depleted (HD) media; 
cells were treated with 10-7 M BPA, 10-8 M BPA, or MeOH (controls). Daily additions of retinoic acid induced cardiomyocyte differentiation. Cells were 
harvested after 72 or 96 hours. Relative protein expression (βMHC, CK, SERCA2a) was measured using immunoblotting. For each protein, immunoblots 
are shown along with a graphical representation of relative protein expression, quantified using ImageJ software and normalized to Coomassie-stained gel 
used as loading control. The gel used as a loading control for all 4 proteins is shown below the data for the proteins. The immunoblot images for βMHC and 
SERCA2a show a 1 minute film exposure for RM samples, and a 5 minute film exposure of the same gel for HD samples. Error bars are shown for βMHC 
and SERCA2a, for which replicates were performed.

legend Regular Media (RM)                                Hormone-Depleted Media (HD)

Bisphenol A (BPA) 10-7 M                        Bisphenol A (BPA) 10-8 M 

             

!

!

!

!
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M BPA was added to HD media for 72 hours, βMHC expres-
sion was increased (P<0.05) when compared with the HD 72 
MeOH control. 

CK is a protein involved in energy production. When the expres-
sion of CK was measured, expression increased when cells were 
treated with 10-8 M BPA in HD media for 72 hours, compared 
with the HD 72 MeOH control. For cells cultured in RM media 
for 96 hours, 10-7 M BPA treatment decreased CK expression 
compared to the RM 96 MeOH control.  

The calcium homeostasis protein SERCA2a showed decreased 
expression in RM media at 96 hours when treated with 10-7 M 
BPA, though the difference was not statistically significant. Cells 
treated in RM media for 72 hours showed increased expression 
when treated with 10-8 M BPA (P<0.053). Additionally, treat-
ing cells in HD media for 96 hours with 10-8 M BPA caused a 
significant increase (P<0.05) in SERCA2a expression compared 
to HD 96 MeOH controls.  

Experiment 3: Treatment with BPA and Anti-
Estrogen ICI 182,780
Finally, to investigate whether BPA modulates cardiomyocyte 
protein expression by binding to ERs, we performed a third ex-
periment. H9C2 cells differentiated in RM or HD media for 
72 hours, with both 10-8 M BPA and pure anti-estrogen ICI 
182,780 (10-6 M or 10-8 M) in DMSO, were compared with two 
sets of controls: cells treated with BPA alone, and cells treated 
with media lacking both BPA and ICI 182,780. Controls were 
treated with MeOH, DMSO, or both to account for any possible 
effects the solvents may have on the cells. Immunoblot results are 
shown in Fig. 3. We concentrated on SERCA2a and CK expres-
sion as these were the most strongly influenced by BPA induc-
tion in Experiment 2. Statistical analysis was not performed. 

Treatment with BPA and ICI 182,780 (10-6 M and 10-8 M) 
reduced SERCA2a expression in HD treated cells when com-
pared with both HD 72 BPA 10-8 M and HD 72 controls, most 
particularly when 10-8 M ICI 182,780 was added. However, the 
inclusion of ICI 182,780 treatment increased SERCA2a expres-
sion in RM treated cells when compared with both RM 72 BPA 
10-8 M and RM 72 controls. A similar trend was observed with 
CK in RM treated cells, with highest expression in cells treated 
with ICI 182,780 10-6 M. Treatment with BPA and ICI 182,780 
also appeared to reduce CK expression in HD treated cells when 
compared with both HD 72 BPA 10-8 M and HD 72 controls.  

Protein

CK

1.00         1.39       1.93       1.15     1.01     1.03     0.67     0.72

SERCA2a

1.00         3.48       6.19       6.66     0.73     0.99     0.50     0.03

Loading

Fig. 3. H9C2 cells cultured in hormone-replete (RM) media and hormone-
depleted (HD) media; cells were treated with 10-8 M BPA + 10-6 M ICI, 
10-8 M BPA + 10-8 M ICI, 10-8 M BPA + DMSO, or DMSO + MeOH 
(controls). Daily additions of retinoic acid induced cardiomyocyte differ-
entiation. Cells were harvested after 72 hours. Relative protein expression 
(CK, SERCA2a) was measured using immunoblotting. Relative protein 
expression, quantified using ImageJ software and normalized to Coomassie-
stained gel used as loading control, is shown below each immunoblot (values 
in arbitrary units). Values shown were obtained from one experimental trial. 
The loading control is shown below the data for the proteins.

Media Type RM RM RM RM HD HD HD HD

Differentiation 
Time (hrs)

72 72 72 72 72 72 72 72

MeOH + - - - + - - -

DMSO + + - - + + - -

10-8 M BPA - + + + - + + +

10-6 M ICI 182,780 - - + - - - + -

10-8 M ICI 182,780 - - - + - - - +

!

!

!

Discussion

Our H9C2 cell culture system is an effective model to measure 
changes in cardiac structural, energy and calcium homeostasis 
protein expression during cardiomyocyte differentiation, and of-
fers an appropriate basis for our experiments. In particular, since 
treatment with BPA produced noticeable and quantifiable effects 
on protein expression patterns detected through immunoblot-
ting, our cell culture model could be useful for future research 
exploring the effects of endocrine disruptors on cardiomyocyte 
protein expression.

Our results from Experiment 1 show that cells differentiated 
in the presence of hormones in RM have increased expression 
of βMHC, SERCA2a and CK during the later stages of the 
time course experiment, suggesting that H9C2 cells have dif-
ferentiated into cardiomyocytes by this point. As we expected, 
HD treated cells show lower cardiac protein expression, likely 
due to incomplete differentiation. This result confirms that the 
expression of important cardiac proteins is hormone-dependent 

Bisphenol A impacts cardiomyocyte differentiation in vitro by modulating cardiac protein expression
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during cardiomyocyte differentiation, and is consistent with our 
hypothesis that sex hormones play a role in modulating cardiac 
gene expression. However, HD media contains reduced estrogen, 
progesterone, androgen, glucorticoid, thyroid hormone and cor-
tisol. It is unclear if all or only one of these factors contributes 
to cardiac differentiation. Further experimentation must be con-
ducted to confirm our belief that changes in sex hormone levels 
specifically contribute to the observed differences in protein ex-
pression between RM and HD treated cells. 

Our results in Experiment 2 strongly support our hypothesis 
that BPA modulates cardiac protein expression in cardiomyo-
cytes in vitro. Differentiation in HD media with 10-8 M BPA, 
a concentration detectable in human urine (12), for 72 hours 
caused considerable increases in the expression of the structural 
protein βMHC and the cardiac energy-producing protein CK, 
compared to HD controls. We observed the same trend with the 
calcium homeostasis protein SERCA2a, except the increased 
expression in HD media due to BPA treatment was most pro-
nounced after 96 hours of differentiation. These results show that 
BPA modulates the expression of cardiac structural, energy and 
calcium homeostasis proteins in differentiating cardiomyocytes. 
Furthermore, these results are consistent with our hypothesis 
that BPA influences cardiac protein expression by binding and 
activating ERs or ERRγ. BPA could be binding cardiomyocyte 
ERRγ and activating ERRγ-driven transcription, as demonstrat-
ed in previous studies (13). ERRγ is thought to exclusively drive 
the transcription of proteins involved in metabolism and energy 
production (14); however, our results show that BPA modulates 
the expression of cardiac structural and calcium homeostasis 
proteins as well. This suggests that BPA may also be activating 
cardiomyocyte ERs, which would then bind genomic DNA to 
regulate transcription.

Additionally, treating cells with 10-7 M BPA in RM media for 
72 or 96 hours noticeably decreased βMHC, SERCA2a and CK 
expression compared to RM controls in Experiment 2. It is pos-
sible that the higher concentration of BPA was toxic, causing 
decreased ER- and/or ERRγ-driven transcription of cardiac pro-
teins. This is consistent with the notion that BPA is an estrogen-
like compound, as it is well known that steroid hormones func-
tion optimally in a non-monotonic fashion (15). This means that 
a low concentration can appear to be more toxic than a higher 
concentration and vice versa. BPA was effective and modulated 
cardiac protein expression even in hormone-replete media with 
all other factors for differentiation present. This suggests that in-
gested BPA might affect cardiac differentiation in vivo. 

In Experiment 3, cells were treated with the anti-estrogen ICI 
182,780 and BPA. The results we obtained provide further in-
sight on the possible mechanisms of BPA action.  If BPA func-

tions by activating ERs, we expect ICI 182,780 to block the ERs 
and reverse the changes in protein expression caused by adding 
10-8 M BPA. In HD media, ICI 182,780 appeared to drive SER-
CA2a and CK expression to even lower levels than those of the 
controls, or when BPA alone was added to the HD media. This 
trend suggests that BPA could be modulating SERCA2a and 
CK transcription by activating ERs. Further experiments should 
treat cells with a wider range of ICI 182,780 concentrations. The 
same experiment should also be repeated using other anti-estro-
gens that block putative ER activity, to test whether they impact 
results in a similar manner as ICI 182,780.

Our research shows that cardiac protein expression during dif-
ferentiation is steroid hormone-dependent, and that BPA mod-
ulates cardiac protein expression in cardiomyocytes in vitro. 
Future research must be conducted to further understand the 
mechanisms by which sex hormones and BPA modulate cardiac 
gene expression. First, we plan to treat cells with higher or lower 
doses of BPA to identify concentrations at which the estrog-
enizing effects of BPA are most strongly seen. To identify the 
main receptor through which BPA functions, the genes encod-
ing ERRγ, ERα and ERβ receptors in H9C2 cells can be over-
expressed and under-expressed using our cell culture model. An 
siRNA approach can be employed to downregulate the expres-
sion of these same proteins. We can then measure changes in 
protein expression in BPA-treated cells as receptor expression 
is varied. We also plan to test whether performing mutagenesis 
on the consensus binding elements for ERα, ERβ and ERRγ in 
the promoters of cardiac target genes, such as SERCA2a, sig-
nificantly impacts BPA function in H9C2 cells. Additionally, 
chromatin immunoprecipitation (ChIP) can be used to assay for 
ER receptor-DNA binding interactions at SERCA2a or other 
gene promoters when cells are treated with BPA. Finally, an out-
standing question is whether BPA regulates transcription epige-
netically in cardiomyocytes, in a manner similar to sex hormones 
(16). Sodium bisulfite analysis can be used to sequence possible 
DNA methylations in CpG islands upstream of genes encoding 
cardiac proteins after BPA treatment.

The results of our study offer valuable insight into the impacts of 
sex hormones and endocrine disruptors on cardiac tissue. Given 
the exposure of pregnant women, children and adults to BPA on 
a daily basis, further research on the impact of BPA on the car-
diovascular system is of major importance to public health. The 
ability of the environmental toxin BPA to impact the heart by 
functioning as an estrogenizing compound makes it an impor-
tant target for future research, which could lead to a greater un-
derstanding of how sex hormones and environmental endocrine 
disruptors influence the development of heart disease. 
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New insights into template-based protein modeling 
techniques

ABSTRACT

Introduction: While the development of genomic sequencing methods has greatly improved the 
efficiency of collecting sequence data, experimental methods to obtain structure information 
have been lagging significantly. In order to elucidate protein structures, researchers have devel-
oped computational structural modeling techniques such as homology modeling and fold rec-
ognition (threading). The general consensus is that homology modeling is a superior approach 
with templates of high sequence similarity to the desired target (>30%), whereas threading is 
better suited for lower (<30%) sequence similarity templates. We compared recently improved 
threading algorithms with homology modeling to test the validity of this consensus. Methods: The 
most current versions of MODELLER and I-TASSER were used for model generation. We then 
used common assessment criteria (N-Dope, Q-mean and PROCHECK) to verify the validity of the 
models. Structure comparisons were also made using Chimera’s Cα root-mean-square devia-
tion. Results: Contrary to our prior expectations, the model determined by threading showed 
similar or even better assessment results in some criteria compared to the model generated 
from homology modeling. Furthermore, the structure analysis showed that homology model-
ing and threading protocols yield models with root-mean-square deviations of under 2 Å when 
used on protein sequences that share sequence identities of at least 30% to the experimentally 
determined protein template. Discussion: We believe that recent improvements in threading 
algorithms will allow for broader applications of this methodology in large-scale modeling efforts. 
The fully automated steps could provide time efficacy. In contrast to popular belief in the model-
ing community, we have shown that threading could be a competitive means of modeling rather 
than a mere backup method.
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Introduction

Determining the structure of a novel protein from its primary 
sequence is vital to many aspects of modern biology. Its applica-
tions range from drug discovery in the pharmaceutical industry 
to enzyme optimization for biotechnological uses in industry (1). 
Due to efforts like the Human Genome Project and improved 
computing capabilities, the potential for molecular modeling to 
produce new biological insights has greatly increased (2). Cur-
rently, there are about 10.5 million protein sequences available 
in Swissprot and TrEMBL, of which the protein structures of 
barely 62,000 have been determined (3, 4).  Protein structural 
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genomics aims to solve one protein structure for each protein 
family. As long as one protein structure is derived experimentally, 
structures of proteins in the same family can be solved using 
computational means (5).

Computational modeling methods are separated into three 
broad approaches: homology modeling, ab-initio, and fold rec-
ognition (threading). Template-based modeling methods, such 
as fold recognition and homology modeling, are the most re-
liable for predicting the structure of a target protein (i.e., the 
protein sequence under study). However, their use is limited by 
the availability of an optimal template, a homologous protein 
(similarity due to common ancestry) with an experimentally 
determined structure (6). Homology modeling predicts protein 
structures based on their sequence similarity to homologous 
proteins with experimentally derived structures. This approach 
stems from the idea that evolutionarily related proteins tend to 
share structural similarities, which enables researchers to pre-
dict the structure of homologous proteins. Regions of conserved 
structure are computationally transferred from the template to 
target model, while the non-conserved regions are usually cal-
culated with respect to favored energy states. Ab-initio, or free 
modeling, relies on basic thermodynamic assumptions but is not 
currently a practical modeling option. Lastly, fold recognition 
depends on limited number of protein structural folds is limited 
in nature. Thus, remote homologues can be identified through 
the shared folds between proteins even if sequence similarity is 
insufficient to identify potential template proteins. Fold recog-
nition consists of placing and aligning the sequence of amino 
acids against a template structure. The software first searches the 
fold database, and the best-fitting fragments are selected. If no 
suitable fold is found in the database, ab-initio is used to build 
that section of the model (7). Consensus in the field of structural 
bioinformatics holds that homology modeling generates models 
that are closer to the native protein structure than fold recogni-
tion. That is, it produces models with lower root-mean-square 
deviation (RMSD) to the native protein structure, and it is the 
preferred approach when sequence similarity to a known tem-
plate ranges from 30-50%. Fold recognition is mainly used when 
sequence similarity drops below 30%, since it can identify targets 
with only fold-level homology (8). 

The modeling efforts described in this paper focus on human 
alpha-fetoprotein (AFP), a 590-amino acid serum protein with 
three domains (stable and autonomously folding regions) (9). 
AFP belongs to the blood plasma protein family, which also 
consists of human serum albumin (HSA), afamin and vitamin 
D-binding protein. It is produced at a high level by the fetal 
liver and yolk sac, but only trace amounts are found in normal 
adults. These background levels of AFP are normally maintained 
throughout the life of an individual except for a transient eleva-

tion in pregnant females. AFP selectively suppresses cell-medi-
ated immunity and promotes cell proliferation (10). Blood levels 
of AFP are also used in pregnant women to detect fetal abnor-
malities such as Down syndrome and neural tube defects (11).

Determining the three dimensional structure of AFP poses 
several challenges for the structural community. The size and 
complexity of the molecule makes it difficult to obtain via re-
combinant DNA methods the amounts needed for x-ray crystal-
lography (12).

However, the availability of experimentally determined HSA 
structures, that are similar in size (585 amino acids) and share 
high sequence identity to AFP, allows for computational mod-
eling of AFP. We used template-based methods of homology 
modeling and fold recognition to build models of AFP based 
on HSA. While the overall sequence of AFP is 40% identical 
to HSA, the actual sequence identities for domains I, II and III 
are 29%, 41% and 48%, respectively (9). Based on the current 
consensus in the field, we expect that homology modeling will 
be most successful for domains II and III since they have the 
highest sequence identity to the HSA template. When sequence 
identity to the template drops below 30%, as is the case for do-
main I of AFP, homology-derived models become inaccurate due 
to sequence misalignment. Consequently, we predict fold recog-
nition will yield a better model for domain I of AFP (13).

Methods

Template-based modeling techniques were applied on a domain-
by-domain basis using the following domain ranges: domain-
I (amino acids 2-192), domain-II (amino acids 193-384) and 
domain-III (amino acids 385-591) (9).

Homology Modeling
Homology modeling depends highly on template identification 
and the quality of the initial alignment. These crucial steps are 
followed by multiple-template modeling using MODELLER 
and subsequent loop-refinement. 

Template Identification
We searched for potential templates in the Protein Data Bank 
(PDB) using the MODELLER script build_profile.py. The script 
identified an HSA template (1N5U) and a vitamin D-binding 
protein template (1KXP). Due to its high sequence similarity to 
AFP, we used the 1N5U template exclusively. For the multiple-
template modeling process, we searched the PDB for another 
HSA template. The difference between the two templates is sug-
gested to be over 2 Å RMSD (14). We therefore selected the HSA 
structure 1AO6, which differs from 1N5U by 4.59 Å.

New insights into template-based protein modeling techniques
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MODELLER
MODELLER is a homology modeling program, which cre-
ates target models by satisfying spatial restraints. Based on the 
alignment information, spatial restraints are derived and target 
models are generated with minimal violation to such restraints. 
MODELLER was chosen due to its reputation as one of the 
best performing modeling software available (13, 15). We used 
Version 9v7 in this experimental protocol. MODELLER uses 
python scripts for each step of the process, including the manual 
refinements. It can be run on both Windows and Mac and is 
available at http://salilab.org/modeller/. 

Multiple-Template Modeling
We aligned template structures using the MODELLER script 
salign_iterative.py. This script incorporates automatic iteration 
of the alignment procedure, rendering the parameter values un-
necessary. The best alignment result based on a scoring function 
is displayed as an output file. We used the script align2d_mult.py 
to align the target sequence onto the template structures, incorpo-
rating both sequence and structure information. We then used the 
model_mult.py script to generate a set of five different models for 
each domain of AFP, resulting in a total of fifteen different models. 

Loop-refinement process
From the pool of generated models, we selected for each domain 
the model with the lowest N-Dope score, and hence the highest 
accuracy. Using DOPE-profiles, which visualize DOPE scores 
per residue as a graph, we chose residues with higher DOPE 
scores for the loop-refinement process. Loop regions occur where 
no conservation is found in the target-template sequence align-
ment; no conserved structures can be adopted from the template 
protein structure. For such regions, MODELLER enables ab-
initio refinement using the script loop_refine.py, which gives a 
number of independently generated alternative loop conforma-
tions. The loop conformation with the lowest energy state is se-
lected based on the n-DOPE scores.

Fold Recognition
Automated Server Selection
The most recent (2008) Critical Assessment of Techniques for 
Protein Structure Prediction (CASP) study formed the basis 
for the selection of automated threading servers. Using a dou-
ble-blind approach, organizers make available to the structure 
prediction community sequences for which the crystallographic 
structure will be solved in the next few months, and they are 
challenged to make predictions of these targets. The study se-
lected I-TASSER as the best automated prediction server. In ad-
dition, the large repository of published material on this server 
and its widespread use by the structural community ultimately 
led us to select it for this experiment.

I-TASSER
The target protein sequence is submitted along with an e-mail 
address to which the results will be sent. I-TASSER performs 
profile-profile searching of the PDB using the statistical profiles 
for sequences based on their tendency to mutate at each posi-
tion. This enables broader detection of remote homologues that 
cannot be identified through mere sequence based searches (16). 
Aligned fragments are then assembled with unaligned fragments, 
which are built by means of ab-initio. The simulation built from 
this first round is then used by the program in an iterative step 
that further refines the model and chooses the model with lowest 
energy conformation as the final output. I-TASSER is available 
at http://zhang.bioinformatics.ku.edu/I-TASSER/.

Structure Comparison and Visualiza-
tion
To compare the models that were built using homology model-
ing and fold recognition, we created structural alignments using 
the MODELLER script salign_iterative.py. We then imported 
the output alignment file in .ali format into Chimera in order to 
match the alignment onto three dimensional protein structures. 
Chimera was chosen for visualization since it allows for simple 
importing of the alignment file, rendering manual adjustments 
unnecessary. From the imported alignment information, Chi-
mera calculated the Cα root-mean-square deviation (RMSD) 
between the two structures.

Final Assessment Step
Following model generation, we used N-DOPE, Q-mean and 
PROCHECK as quality assessment criteria. To simplify the pro-
cedure, we used N-DOPE scores to choose the best models for 
each domain. We then performed Q-mean and PROCHECK 
assessments upon this selection of top models in order to con-
firm their quality (17). 

n-DOPE
N-Dope is derived from the original DOPE score, which is a sta-
tistical potential means used to quantify model accuracy. DOPE 
scores are not normalized with respect to protein size and have 
an abstract scale, so they cannot be used to make comparisons 
between different models. To allow for comparisons, normalized 
N-Dope scores are used. Lower values are indicative of higher 
accuracy (14).

Q-mean
Q-mean is a combination of five different statistical potentials 
enabling both global and local structural quality assessment. It is 
a relatively new assessment web server, which stresses combining 
several independent quality measures into one score. The web 
server is available at http://swissmodel.expasy.org/qmean.

D.A. Tiberi and M. Kim
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PROCHECK
PROCHECK assesses a protein model’s stereochemistry, includ-
ing its symmetry, geometry and packing quality (13). Among the 
many outputs that are given by PROCHECK, Ramachandran 
plots were the most utilized for our purposes. Each residue is 
arranged according to their stability; stable and accurate models 
are expected to have over 90% of their residues fall under the 
most favored region of the plot. PROCHECK scripts can be ob-
tained by downloading PROCHECK-NT from http://ruppweb.
dyndns.org/ftp_warning.html.

Results

The assessment methods allowed us to obtain reference scores 
to which the generated models are compared. Table 1 describes 
the templates used. The assessment results performed on 1N5U 
are listed in Table 2. As expected, the 1N5U domain structures 
determined by x-ray crystallography yielded scores indicative of 
a native protein. This was confirmed by the three quality mea-
surements. 

Using homology modeling, AFP domain models were generated 
based on the 1AO6 and 1N5U templates. After the loop-refine-
ment step, the energy profile was rendered more favorable, as evi-
denced by the N-Dope scores recorded in Table 3. This supports 
the idea that refinement steps, albeit requiring manual interven-
tion, can improve the model quality significantly. Although all 

ID Resolution (Å) Name

1AO6 2.50 crystal structure of human serum 
albumin

1N5U 1.90 study of human serum albumin 
complexed with heme

1GNI 2.40 serum albumin complexed with oleic 
acid

Table 1. Human serum albumin structures that have been incorporated in 
template-based modeling

Table 2. Model assessment control results

Table 3. Improvement of the AFP domain models from homology model-
ing after refinement step

The summary of each structure including resolution and its identification 
within the PDB database has been recorded. Homology modeling was per-
formed using 1AO6 and 1N5U while fold recognition used 1N5U.

As a control, the 1N5U serum albumin structure was analyzed using the 
three assessment criteria; namely, N-DOPE, Q-mean, and PROCHECK. 
All domains of 1N5U obtained scores that confirm their stable tertiary struc-
ture, which is expected since each domain was experimentally determined.

The N-DOPE scores of the domain models before and after the refine-
ment step have been recorded. The scores confirm that the refinement has 
improved the relative accuracy of the models, which was quantified using 
N-DOPE. The corresponding changes in the DOPE-profile can be seen 
in FIGURE 1.

N-DOPE Qmean PROCHECK

Domain-I -1.824 0.721 91.9%

Domain-II -1.759 0.698 95.0%

Domain-III -1.517 0.666 92.6%

Before refinement After refinement

Domain-I -0.838 -1.059

Domain-II -1.481 -1.611

Domain-III -0.745 -0.873

N-DOPE Qmean PROCHECK

Homology

Modeling

Fold

Recognition

Homology

Modeling

Fold

Recognition

Homology

Modeling

Fold

Recognition

Domain-I -1.059 -1.039 0.603 0.608 93.1% 93.0%

Domain-II -1.611 -1.671 0.611 0.599 91.0% 91.0%

Domain-III -0.873 -1.083 0.630 95.2% 95.2% 96.0%

Table 4. Assessment results for AFP domain models

The results for fold recognition generated models show slightly higher ac-
curacy compared to the models from homology modeling although they are 
not as accurate as the experimentally determined structures. These results 
show that fold recognition was able to obtain models with similar or slightly 
higher accuracy to those of homology modeling.

Fig. 1. RMSD measurements between the domain models made by homol-
ogy modeling and fold recognition. The RMSD measurements have been 
utilized in order to quantify the similarity between the domain structures 
made in two different approaches. Yellow frame indicates homology-model-
ing model, while green indicates fold recognition model.

New insights into template-based protein modeling techniques
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three domains had N-DOPE scores less than zero, the domain 
II model has the highest relative accuracy based on N-DOPE 
scores. Q-mean and PROCHECK values, summarized in Table 
4, also confirm that the generated models are within the accept-
able range (see Methods for explanation), although the scores are 
shown to be less accurate than those of the control.

Table 4 summarizes the results obtained using fold recognition. 
I-TASSER selected 1GNI as the most suitable template, and the 
resulting models were subjected to the three assessment meth-
ods. Like in homology modeling, the N-DOPE scores obtained 
with I-TASSER were best for domain II, suggesting that domain 
II models were more accurate than those of domain I or domain 
III. Also, the N-DOPE scores obtained from fold recognition 
for domains II and III were more accurate than those obtained 
via homology modeling.

The overlay between homology and fold recognition models is 
shown in Fig. 1 along with the images of overlaid domain struc-
tures. All RMSD measures are below 2 Å, with domain II struc-
tures being the most similar. 

Discussion

Generating models of AFP allows for a comparative analysis of fold 
recognition and homology modeling. Our results challenge several 
key assumptions about these two techniques. The current consensus 
in structural bioinformatics is that homology modeling yields 
more accurate models than fold recognition.  However, the as-
sessment data we generated for these models indicate that both are 
capable of developing highly accurate models in the range of low 
to medium resolution x-ray crystallographic structures (Table 4). 

The prevailing assumptions regarding the accuracy of both ho-
mology modeling and fold recognition must be revisited. The 
consensus is that fold recognition models often have a RMSD 
of 2-6 Å, with errors mainly occurring in the loop regions (8), 
while those of homology modeling often approach RMSD of 
1-2 Å (18). This dogma was established some fifteen years ago, at 
a time when both of these techniques were still quite basic and 
unrefined. We do not dispute that for much of the last decade 
homology modeling has been the more accurate and preferred 
method of computational modeling when a template exists with 
sequence similarities above 30%. However, new algorithms have 
enabled the latest generation of fold recognition servers to gen-
erate models with accuracies that rival or surpass those of ho-
mology modeling. This result runs counter to the basic view in 
much of the published literature, and suggests a change in the 
assumptions regarding the accuracy of certain computational 
modeling techniques (19).

This paradigm shift first became apparent when I-TASSER gen-
erated the best 3D structure in CASP 7 in the automated server 
section (6, 20). Two main factors contributed to the success of 
I-TASSER in this and subsequent competitions. First, an im-
proved template refinement process that uses iteration was in-
troduced, which reduces the RMSD by approximately 1 Å in the 
aligned regions (20). Furthermore, incorporating the refinement 
step with iteration skips the manual refinement step usually re-
quired during homology modeling. Unlike manual refinement, 
which is performed during homology modeling, I-TASSER’s 
automated refinement ensures the same strict calculations and 
algorithms will be applied every time, making the process ho-
mogeneous. Secondly, the use of consensus target-template 
alignments (meta-server approach) by fold recognition software, 
including I-TASSER, greatly improves model generating capa-
bilities. Consequently, the line between fold recognition and ho-
mology modeling has begun to blur. 

The most recent CASP studies as well as our modeling work 
on AFP clearly provide evidence for fold recognition’s ability to 
serve as a viable modeling method, even when sequences share 
over 30% similarity to known templates. Ideally, when attempt-
ing to model proteins with sequences that are 30-50% similar to 
known templates, researchers are encouraged to utilize both ho-
mology modeling and fold recognition approaches. This way, the 
results generated may be compared to each other, and the most 
reliable models can be selected. However, if time constraints 
must be considered, we feel that fold recognition, due to its rapid 
and user-friendly nature, may be used exclusively to generate 
models within the same range of accuracy as those made using a 
homology approach.

While researchers have greatly improved fold recognition serv-
ers, it is important to note that due to their automated protocols, 
bioinformaticians are unable to modulate the level of refinement, 
and thus the quality, of the resulting model. A novel and po-
tentially timesaving approach would be to generate initial mod-
els using fold recognition with subsequent manual refinements 
using MODELLER. In order to achieve the daunting task of 
modeling all of the deposited sequences, we believe large-scale 
structural genomics projects should focus mainly on fold rec-
ognition approaches due to their rapid, automated protocols. 
Although homology modeling can provide viable models, the 
manual refinement steps require human intervention, thus mak-
ing this technique impractical for large-scale structural genomic 
projects. New experimental protocols based on initial fold rec-
ognition and subsequent model refinements with MODELLER 
may allow structural genomic projects to elucidate the vast num-
ber of protein sequences yet to be determined. 

D.A. Tiberi and M. Kim
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Caffeinated alcoholic beverage consumption is 
associated with binge drinking among Canadian 
college students

ABSTRACT

Introduction:  Binge drinking, characterized by a pattern of excessive alcohol intake on a single 
occasion, is a growing epidemic among college students. Mixing alcohol with caffeinated energy 
drinks is also increasing in popularity. Caffeine suppresses the user’s ability to accurately assess 
her level of intoxication and, consequently, the user tends to drink more without realizing the 
effects.  Few studies to date, however, have focused on the association between mixing alcohol 
with energy drinks and binge drinking. Methods:  Our study surveyed 221 Canadian college 
students on their mixing and binge drinking behaviours. We expected to find no significant 
gender differences in the proportions of both mixers and binge drinkers or in the frequencies 
of mixing and binge drinking. Results:  Binge drinkers were more likely to mix than non-binge 
drinkers, and mixers were more likely to binge drink than non-mixers. Additionally, t-test results 
showed that mixers were more motivated to drink for the sake of getting drunk than non-mixers 
were. Surprisingly, these two groups did not significantly differ in the degree to which they felt 
risk-related behavioral states when they consumed, even though mixers reported significantly 
more drinking-related life interference. Conclusion:  Our results demonstrate that preventative 
programs aimed at reducing high-risk alcohol binge drinking need to consider mixing energy 
drinks and alcohol intake as a risk factor.
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Introduction

Alcohol abuse by college students is currently recognized as a 
substantial public health problem (1). This abuse is characterized 
by heavy patterns of drinking despite recurrent social, interper-
sonal, physical or legal problems as a result of alcohol use. Binge 
drinking, relative to other forms of alcohol consumption, has re-
cently received increased attention among both addiction and 
public health researchers due to its inherently risky nature and its 
growing popularity among young adults (2). This form of drink-
ing is defined as the consumption of a sufficiently large amount 
of alcohol to place the drinker at increased risk of experiencing 
alcohol-related problems and to place others at increased risk of 
experiencing second-hand effects (3). For the typical adult, this 
corresponds to the consumption of five or more drinks in a row for 
men and four or more drinks in a row for women, due to gender 
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differences in body mass and alcohol metabolism rates (4). Binge 
drinking is rampant among American college populations, with 
recent estimates showing that at least 40-45% of college students 
engage in heavy drinking episodes each year (2). Although men 
have historically been found to drink more than women, recent 
data suggests a further narrowing of gender differences in heavy 
drinking among young adults (5). This change is at least partly 
explained by period effects, such as rapidly changing gender roles 
and the related changes in attitudes to women’s drinking.

Motivation plays a role in binge drinking as binge drinkers tend 
to desire a state of intoxication. This motivational state is sug-
gested by the sheer frequency with which binge drinkers engage 
in binge drinking. Wechsler et al.’s College Alcohol Study, which 
was based on responses from 14,000 American college students, 
found that when students were divided by drinking pattern, the 
median number of drinks per week was 0.7 for non-binge drink-
ers and 3.7 for occasional binge drinkers (i.e., those who binged 
less than three times in the previous two weeks) (3). For frequent 
binge drinkers (i.e., those who binged three or more times in the 
previous two weeks), however, the median was considerably 
higher: 14.5 drinks per week. Alarmingly, 20% of college students 
were frequent binge drinkers. The College Alcohol Study also 
revealed that 6% of their sample met the DSM-IV criteria for 
alcohol dependence, while 31% met the criteria for alcohol abuse. 
Binge drinking and substance-related disorders may thus sub-
stantially overlap. Furthermore, the risk of experiencing a nega-
tive outcome, such as engaging in unplanned sexual behaviour or 
getting injured, increases with the frequency of binge drinking (1). 

Recent research suggests that college students’ binge drinking is facili-
tated by the practice of mixing alcohol with caffeinated energy drinks 
(6, 7). Energy drinks are typically a mixture of caffeine, plant-based 
stimulants (e.g. guarana), simple sugars, amino acids (e.g. taurine), 
herbs (e.g. ginseng) and vitamins. Not all contain caffeine; however, 
the more popular ones do, such as Red Bull®, Guru®, or Rockstar®. 
Indeed, caffeine is the main biologically active component of energy 
drinks, with content ranging from 50 mg (comparable to one cup of 
coffee) to an alarming 505 mg per can. These drinks are selectively 
and aggressively marketed to college students, and recent estimates 
suggest that 34% of 18-24 year olds are regular users (7). More-
over, the ingestion of energy drinks in combination with alcohol 
is becoming increasingly popular (6, 7). In a 2007 survey of 496 
American college students, a quarter of the sample reported mixing 
alcohol with energy drinks in the past month (8). Of these mix-
ers, half had consumed more than three energy drinks per occasion. 
Furthermore, while significantly more females (53%) than males 
(42%) reported to use energy drinks alone, similar proportions of 
women and men said that they mix energy drinks with alcohol (57% 
versus 50%, respectively). These results indicate that gender does not 
influence college students to mix energy drinks and alcohol.

Finally, mixing is not an exclusively American phenomenon. In 
a survey of 450 students at the University of Messina in Italy, 
56.9% of students reported using energy drinks, and 48.4% of 
this subpopulation frequently mixed energy drinks with alcohol 
(9). In addition, 35.8% of mixers had ingested this combina-
tion more than three times in the past month. No studies to our 
knowledge, however, have investigated the combined use of alco-
hol and energy drinks among college students in Canada.

Mixing alcohol with energy drinks has become increasingly pop-
ular due to the widely held belief that the stimulant effects of 
energy drinks counteract the depressant effects of alcohol. Users 
reason that mixing allows one to drink more for a longer period of 
time without feeling the associated negative effects to the same 
extent as alcohol alone. Since 2000, researchers have conducted 
several peer-reviewed studies centered on this assumption. These 
studies concluded that energy drinks do not prevent intoxica-
tion (10, 11). Rather, the high levels of caffeine found in energy 
drinks simply mask the intoxicating effects of excess alcohol in-
take by lessening how drunk the users perceive themselves to be. 
As measured by physiological indices, however, these individuals 
are just as intoxicated as they would have been without concur-
rent ingestion of caffeine. To illustrate, a double-blind study by 
Ferreira et al. found no significant differences in the blood alcohol 
levels, physiological parameters (heart rate and blood pressure) or 
biochemical parameters (glucose, cortisol, dopamine) of volun-
teers who drank alcohol alone compared to alcohol mixed with 
energy drinks (10). However, those who ingested the combina-
tion reported a reduced perception of motor coordination im-
pairment, as well as a reduced intensity of some subjective symp-
toms of alcohol intoxication such, as headache and dry mouth.

The problem with mixing, therefore, is that caffeine decreases the 
user’s ability to gauge her level of impairment (10), and this can 
have detrimental consequences. For instance, in a study by Fill-
more et al., participants who expected the caffeine in their mixed 
drinks to compensate for alcohol’s depressant effects performed 
significantly worse on the same psychomotor tests than a second 
group who were told that the caffeine would have no compen-
satory effect (11). The latter group seemed to enlist their own 
compensatory mechanisms whereas the former did not, due to 
the mistaken belief that caffeine would ameliorate their perfor-
mance. Thus, mixing energy drinks with alcohol sends the false 
and dangerous message that the stimulants found in these drinks 
protect against the effects of alcohol. 

Not surprisingly, this false expectation impairs users’ assessment 
of risk and can thereby promote high-risk behaviour, as illustrated 
by O’Brien et al. (6). The authors found that students who mixed 
energy drinks with alcohol reported nearly double the amount of 
heavy episodic drinking per month than non-mixers (6.4 days ver-
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sus 3.4 days per month), twice as many episodes of weekly drunk-
enness than non-mixers (1.4 days versus 0.73 days per week), and 
had a higher prevalence of alcohol-related consequences than 
non-mixers, including being taken advantage of or taking ad-
vantage of another sexually, riding with a drunk driver, being 
physically injured and requiring medical treatment.  Mixers were 
at a higher risk for these outcomes, even after adjusting for the 
amount of alcohol consumed.

Although the research community has not fully acknowledged 
the potential health risks associated with mixing, the aforemen-
tioned studies suggest cause for concern. Further research is nec-
essary to understand the mechanisms that relate mixing to an 
increased risk for alcohol-related consequences. Few studies to 
date have investigated binge drinking as a potential mediator of 
this relationship. Moreover, no studies to our knowledge have 
investigated the association between mixing and binge drinking 
among Canadian college students. The current study, therefore, 
investigates the relationship between mixing alcohol with energy 
drinks and binge drinking among college students at a Canadian 
university. We hypothesized that no significant gender differenc-
es would be found in proportions of mixers and binge drinkers, 
or in frequency of mixing and binge drinking. We also hypothe-
sized that students who mix would be more likely to binge drink 
than non-mixers and that binge drinkers would be more likely 
to mix than non-binge drinkers. Additionally, we expected that 
mixers would be more motivated to drink for the sake of getting 
drunk than non-mixers. Finally, we predicted that mixers would 
feel significantly less risk-related behavioural states (feeling in 
control, aggressive, daring and sexually uninhibited) when they 
drink than non-mixers. Paradoxically, we also expected mixers to 
report significantly more life interference associated with their 
drinking than non-mixers.    

Methods

Participants
Participants were undergraduate students ages 17-27 (mean age 
of approximately 20 years), recruited through an advanced un-
dergraduate psychology course at a major metropolitan univer-
sity in Montreal, Quebec. Age limits were set in order to obtain 
a sample representative of typical undergraduate populations at 
North American universities. All participants, except one, met 
the local legal drinking age of 18 years old. Mature students were 
excluded because they would likely not exhibit the same drink-
ing behaviours, nor be influenced in the same ways as typical 
college-aged students. Participants were selected on a voluntary 
basis, and given course credit for their participation.  

Materials
All participants received the Voluntary Anonymous Survey of 
Drinking Behaviour, which was constructed by the investigators 
for the purpose of this study.  The survey method was chosen 
because self-reporting is the most common method of data col-
lection used in research on the college student population. Also, 
past research has demonstrated the accuracy of self-reporting in 
the assessment of alcohol use (12). The survey contained pre-
liminary demographic questions regarding the participant’s age 
and gender.  Next, the definition of ‘one drink’ was provided (a 
12-ounce bottle or can of beer or a 4-ounce glass of wine or a 
12-ounce bottle or can of wine cooler or a shot of liquor, either 
straight or in a mixed drink) to ensure that all of the responses 
regarding quantity of alcohol consumption were standardized.  
We then asked 28 questions concerning the participant’s: (a) 
binge drinking behaviour, (b) mixing behaviour, (c) history of 
alcohol initiation, (d) parents’ drinking behaviour and (e) parents’ 
alcohol-specific socialization practices (measures taken to man-
age or prevent their children’s alcohol use). Only items from the 
first two categories were relevant to our study; the others were 
used for concurrent studies. 

With a slight departure from the traditional definition, our study 
defines binge drinking as the consumption of five or more drinks 
per occasion, for both males and females. We asked students to 
indicate the number of occasions on which they had consumed 
five or more drinks in the past month. Students who reported 
at least one occasion of this behaviour were qualified as “binge 
drinkers” and those that indicated an absence of this behaviour 
were “non binge drinkers.” 

The majority of the survey items were based on visual analogue 
scales (13). This method has been shown to be effective in mea-
suring characteristics or attitudes that range across a continuum 
of values, making them otherwise difficult to quantify (14). Stu-
dents were asked to rate on a linear continuum (ranging from 
never to regularly) how often they drink alcohol in conjunction 
with energy drinks, how often they drink alcohol with the in-
tention of getting drunk and how often drinking has interfered 
with important areas of their life. Students were also asked to 
rate on a linear continuum the extent to which, when they drink, 
they expect to feel: loss of control to in control, careful to dar-
ing, submissive to aggressive and sexually inhibited to sexually 
uninhibited. We asked students about these behavioural states 
specifically because the extremes falling to the right end of the 
spectrum (i.e., feeling in control, daring, aggressive and sexually 
uninhibited) are all associated with risky behaviour, especially 
when intoxicated (1). 	  
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Procedure
Students were notified a week in advance that the study’s sur-
vey would be distributed during regular class time, and that 
their participation would merit course credit. On the day of the 
study, they were reminded that participation was voluntary and 
anonymous, and that they could withdraw at any time without 
consequences. To ensure that students did not feel pressured to 
participate, the professor (also the study’s head researcher) was 
absent throughout the entire in-class procedure. Research as-
sistants distributed the survey, and gave instructions regarding 
the visual analogue method. As each survey was handed in, a 
research assistant separated the last page (containing the partici-
pant’s identification) from the rest of the survey and placed it in 
a separate box.  This guaranteed both the survey-taker’s anonym-
ity and the receipt of course credit given by a third party.    

Results

In total, 221 undergraduates participated in the study. The sample 
comprised 54 males (24.4%), 161 females (72.9%) and six others 
who did not indicate their gender (2.7%). Ages (N = 202) ranged 
from 17 to 27 years with a mean of 20.32 (SD = 1.392).  

Table 1. Summary of t-test results for binge drinking frequency between 
genders 
Group Statistics

N Mean Std. Deviation Std. Error 
Mean

Males 
binge past 
month 

43 3.58 3.81 .580

Females 
binge past 
month

147 2.15 2.43 .201

Independent Samples Test

t df Sig. (2-tailed) Mean 
Difference

Binge past month 2.33* 52.4 .024 1.43

* p < .05, therefore significant.

 
45.7% (N = 101) of students said that they had previously mixed 
alcohol with energy drinks at least once and were therefore cat-
egorized as ‘mixers’. This group reported that they mixed alcohol 
with energy drinks on average 32.5% of the time that they drank 
(SD = 26.13). When a history of mixing (yes versus no) was cross 
tabulated with gender, no significant gender differences were 
found (Table 2). Similarly, t-test results displayed in Table 3 
show that the genders did not significantly differ in their mixing 
frequency (t = -1.081, p > 0.05). 

When binge drinking in the past month (yes versus no) was cross 
tabulated with a history of mixing, results showed that 53% of 
binge drinkers had mixed alcohol with energy drinks, whereas 
only 35% of non-binge drinkers had, indicating that binge drink-
ers are statistically more likely to mix than non-binge drinkers 
are (see Table 4). Conversely, when a history of mixing (yes versus 
no) was cross tabulated with binge drinking in the past month, 
77% of mixers qualified as binge drinkers, whereas only 61% 
of non-mixers did, indicating that mixers are statistically more 
likely to binge drink than non-mixers are (Table 5).T-test results 
were performed to investigate group differences between mixers 
and non-mixers. Mixers reported a significantly higher motiva-
tion to drink for the sake of getting drunk than non-mixers did 
(t = 3.516, p < 0.01). No statistically significant differences be-
tween the two groups were detected for the degree to which they 
felt risk-related behavioral states when they consumed (feeling 
in control, daring, aggressive, sexually uninhibited). Mixers did, 
however, report significantly more life interference as a result 
of their drinking than non-mixers did (t = 2.866, p < 0.01). See 
Table 6 for a summary of these results. 

Table 2. Summary of crosstab analysis for history of mixing with gender
Gender

MALE female total

YES mix energy
Count
Expected Count
Adjusted Residual

23
24.3
-.4

75
73.7
.4

98
98.0

NO mix energy
Count
Expected Count
Adjusted Residual

28
26.7
.4

80
81.3
-.4

108
108.0

Total
Count
Expected CounT

51
51.0

155
155.0

206
206.0

Adjusted Residuals are < |1.3|, therefore the association between mixing 
energy (yes versus no) and gender (male versus female) is not statistically 
significant.

Caffeinated alcoholic beverage consumption is associated with binge drinking among Canadian college students

66.1% of students (N = 146) were designated as ‘binge drinkers’ 
because they reported to have consumed five or more drinks on at 
least one occasion in the past month. Their mean binge drinking 
frequency was 3.37 times a month (SD = 2.91). Similar pro-
portions of males and females (66.7% versus 65.8%) qualified as 
binge drinkers. As can be seen in Table 1, t-test results revealed 
that the genders did significantly differ in their binge drinking 
frequency, with males binge drinking almost twice as often as 
females in the past month (t = 2.331, p < 0.05). 
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Table 3. Summary of t-test results for mixing frequency between genders
Group Statistics

N Mean Std. Deviation Std. Error 
Mean

Males binge 
past month 43 3.58 3.81 .580

Females binge 
past month 147 2.15 2.43 .201

Independent Samples Test

t df Sig. (2-tailed) Mean 
Difference

Mix energy -1.08 98.2 .282 -3.92

 p < .05, therefore significant.

Table 4. Summary of crosstab analysis for binge drinking past month with 
history of mixing   
Gender

MALE female total

YES binge
Count
Expected Count
Adjusted Residual

78
69.6
2.5

68
76.4
-2.5

146
146.0

NO binge
Count
Expected Count
Adjusted Residual

23
31.4
-2.5

43
34.6
2.5

66
66.0

Total
Count
Expected CounT

101
101.0

111
111.0

212
212.0

Adjusted Residuals are > |1.3|, therefore the association between binge 
drinking in past month (yes versus no) and a history of mixing (yes) is 
statistically significant. 

Table 5. Summary of crosstab analysis for history of mixing with binge 
drinking past month 
Gender

MALE female total

YES mix
Count
Expected Count
Adjusted Residual

78
69.6
2.5

23
31.4
-2.5

101
101.0

NO mix
Count
Expected Count
Adjusted Residual

68
76.4
-2.5

43
34.6
2.5

111
111.0

Total
Count
Expected CounT

146
146.0

66
66.0

212
212.0

Adjusted Residuals are > |1.3|, therefore the association between a his-
tory of mixing (yes versus no) and a binge drinking in past month (yes) 
is statistically significant. 

Table 6. Summary of t-test results for group differences between mixers 
and non-mixers 
Group Statistics

Mix 
energy

N Mean Std. Deviation Std. 
Error 
Mean

Drink to get 
drunk

Yes
No

100
109

59.5
44.4

28.0
34.2

2.80
3.28

Control Yes
No

100
107

47.9
47.6

21.5
21.5

2.15
2.08

Daring Yes
No

100
106

68.4
64.9

20.5
21.2

2.05
2.06

Aggressive Yes
No

97
103

55.0
53.8

18.7
21.0

1.90
2.07

Sexually 
uninhibited

Yes
No

99
108

71.5
68.5

21.8
20.4

2.19
1.96

Life 
interference

Yes
No

101
111

18.9
10.7

23.1
18.1

2.30
1.72

Independent Samples Test

t df Sig. (2-tailed) Mean 
Difference

Drink to get 
drunk 3.52** 204.4 .001 15.16

Control .111 205 .912 .331

Daring 1.20 204 .230 3.50

Aggressive .419 198 .675 1.18

Sexually
uninhibited

1.00 205 .318 2.94

Life 
interference

2.87** 189.2 .005 8.23

** p < .01, therefore significant.

K. Weinstein et al.

Discussion

In support of our initial hypothesis, our study did not find sig-
nificant gender differences in the proportions of binge drinkers 
as well as mixers within our sample of college students. Mixing 
frequency not significantly different across genders. We did un-
expectedly find that males binge drink significantly more often 
than females; however, these gender analyses need to be inter-
preted with caution due to the fact that our definition of binge 
drinking was the same for both genders (the ingestion of five or 
more drinks in a row on one occasion). Because past research 
has shown that women get more intoxicated per gram of alco-
hol consumed, we likely underestimated female binge drinking 



60 MSURJ · McGill Science Undergraduate Research Journal ·  MSURJ.MCGILL.CA

(4). This is certainly a limitation of our study, and future studies 
should make sure to take this gender specificity into account in 
their operationalization of binge drinking.

Second, in support of our hypothesis, our study found that binge 
drinkers would be more likely to mix than non-binge drinkers 
and that mixers would be more likely to binge drink than non-
mixers. We expect that these contingencies can be attributed to 
the widely held (and false) assumption among college students 
that the stimulant effects of energy drinks counteract the de-
pressant effects of alcohol, thereby minimizing alcohol-induced 
impairment (10, 11). Consequently, mixers are more likely to 
drink heavily, often to the point of binging. We suggest that this 
same rationale could explain our finding that mixers reported a 
significantly greater motivation to drink for the sake of getting 
drunk than non-mixers did. We conjecture that mixers use ener-
gy drinks as a means of counteracting the unpleasant depressant 
effects of alcohol intoxication, thereby allowing them to drink in 
larger quantities for longer periods of time.      

Our most surprising finding was the lack of significant differ-
ences between mixers and non-mixers on any of the risk-related 
feelings associated with drinking (feeling in control, daring, ag-
gressive, sexually uninhibited). We had hypothesized that mix-
ers would feel less prone to risk-related behavioural states when 
they drink due to caffeine’s counteracting effect on perceptions 
of impairment. However, our lack of significant findings could 
be attributed to how our survey only asked students how they 
feel when they drink alcohol and not additionally how they feel 
when they mix.  Future studies should investigate differences in 
students’ expectations for when they drink alcohol alone versus 
in conjunction with energy drinks, as this might reveal more rea-
sons why students are motivated to mix.

We also found that mixers reported significantly more life in-
terference associated with their drinking, supporting another of 
our hypotheses. This result corroborates past research suggesting 
that the combination of alcohol and energy drinks, as opposed to 
alcohol alone, increases alcohol’s abuse liability and may lead to 
more detrimental risk-taking behaviour (6). 

In addition to the aforementioned limitation concerning our lack of 
a gender-specific measure of binge drinking, our study has other 
limitations that warrant attention. First, our sample size was rela-
tively small (N = 221), which of course limits the application of 
our results in a broader context. Moreover, our sample consisted of 
three times more females than males, and this female overrepresen-
tation is not representative of the typical college student popula-
tion. Third, our sample of students came from a single psychology 
course which makes it, again, not representative of the general col-
lege population. Finally, we qualified students with a history of mix-

ing alcohol and energy drinks as “mixers” regardless of whether 
they had only mixed once or regularly. The same rule applied to 
our qualification of “binge drinkers.” Perhaps surveying the same 
participants repeatedly over a set period of time (i.e., a longitudi-
nal approach), rather than our method of surveying participants 
at only one point in time (i.e., a cross-sectional approach), could 
be used to qualify students as “mixers” or “binge drinkers” while ac-
counting for the frequency of these respective behaviours.

Despite its limitations, our study is nonetheless the first of its 
kind to investigate the consumption of caffeinated alcoholic 
drinks and its association with binge drinking among college 
students at a Canadian university. The concurrent ingestion of 
energy drinks and alcohol is particularly dangerous because us-
ers lose the ability to accurately assess their level of intoxication, 
thus encouraging them to drink alcohol in larger quantities, of-
ten to the point of binging. This impairment, in turn, increases 
their potential for engaging in risky behaviours. Thus, knowledge 
about the effects of the interaction between alcohol and energy 
drinks is relevant to preventative programs aimed at reducing 
high-risk alcohol consumption and alcohol-related injuries re-
sulting from car accidents, assaults and other high risk behav-
iour. More conclusive research in this area might also have im-
plications for warranted policy measures, such as requiring that 
energy drinks carry a warning label concerning the danger of 
consuming these beverages with alcohol.
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Epigenetic modifiers enhance Vesicular Stomatitis 
Virus-mediated oncolysis in the refractory PC3 
cell line

ABSTRACT

Introduction: Vesicular Stomatitis Virus (VSV) is an oncolytic virus that preferentially replicates 
in and kills cancerous cells. However, many cancer cell lines are resistant to VSV treatment 
alone. Previous work has shown that treating cancerous cells with histone deacetylase inhibitors 
makes them more susceptible to VSV infection and oncolysis. We hypothesize that treatment 
with a histone deacetylase inhibitor, Suberoylanilide hydroxamic acid (SAHA or Voronistat), and 
a methyltransferase inhibitor, 5-aza-2'-deoxycytidine (5-AZA or Decitabine), will result in an 
increase in VSV replication and virus-induced oncolysis in vitro. Methods: PC3 prostate cancer 
cells were treated with 1 μM SAHA, 1 μM 5-AZA or both. Of these samples, half were infected 
with oncolytic Vesicular Stomatitis Virus expressing green fluorescent protein VSV AV1 – GFP 
at a multiplicity of infection of 1 × 10-2, 24 hours after treatment. Cells were then collected and 
subjected to either FACS analysis or protein extraction at 12, 24, 48 and 72 hours post-infection. 
We confirmed increases in cell death by western blotting for cleavage of Poly A Riboprotein, an 
important downstream effector of the Caspase pathway, as well as Caspases 8 and 9, hallmarks 
for the extrinsic and intrinsic apoptotic pathways respectively. Results: Treatment with SAHA, 
5-AZA or a combination of both resulted in increases in VSV replication and cell death. These 
observations were consistent over four time points spanning 72 hours. Discussion: Treatment 
with histone deacetylase inhibitor/methyltransferase inhibitor combination increases VSV replica-
tion and cell death in tumour cell lines resistant to VSV infection. In combination with previ-
ous work, this data suggests that modulation of the antiviral response and apoptotic pathways 
increases susceptibility to VSV.  
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Introduction

Cancer is an extremely prevalent disease, causing approximately 
500 000 deaths and nearly 1.5 million new cases annually in the 
United States (16). Many current cancer therapies lack efficacy, 
and can even induce therapeutic resistance in cancer cells (19). 
Further, since current cancer treatments often have low specific-
ity for cancerous cells, they are often toxic and highly detrimen-
tal to the health of the patient (17). 
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Transformation occurs when a cell acquires a cancerous or malig-
nant phenotype, characterized by uncontrolled cell proliferation 
(4). Clinical manifestations of cancer result if the body does not 
recognize and eliminate these cells. Oncolytic viral (OV) therapy 
uses non-pathogenic, replication-competent viruses selected or 
engineered to grow in and destroy tumour cells (5). During the 
evolution of malignancies, genetic abnormalities accumulate 
and provide cancer cells with growth and survival advantages, 
but compromise host antiviral defences (20).  Most prominently, 
the interferon system, which is responsible for cell-cell commu-
nication during infection, is down-regulated or absent in many 
transformed cells (23, 34). Although the interferon pathway is 
most commonly associated with defence against infection, it has 
also been shown to play a role in cancer immunology (28, 34, 
37). Infected cells secrete interferon molecules, which bind to 
receptors on neighbouring cells and trigger the production of 
molecules that protect against further virus infection (14, 18). 

Vesicular Stomatitis Virus (VSV) is a negative-stranded RNA 
virus and a well-characterized oncolytic virus (4, 5). It replicates 
preferentially in cells that have acquired defects of the interferon 
pathway. In normal cells, interferon is produced, which protects 
surrounding cells from VSV infection, resulting in rapid clear-
ance of the virus and recovery (23). Conversely, transformed cells 
are unable to mount a response against the mutated virus and 
are killed (2). This results in selective replication in transformed 
cells, increasing the specificity of the treatment and decreasing 
the potential for adverse side effects, illness or systemic infection 
(13). Side effects due to oncolytic virus treatment are generally 
limited to flu-like symptoms, a vast improvement over the side 
effects of current chemotherapies (1, 3). Unfortunately, many 
transformed cell lines, including most primary tumours, are re-
sistant to VSV-mediated oncolysis (35). Resistance often occurs 
when cell lines have not lost their ability to mount an interferon 
response. Several studies have combined OVs with other cancer 
therapeutics to combat problems related to tumour cell resistance 
(6, 11, 12, 15, 28, 38, 39). Small molecule inhibitors of various 
cellular processes are candidates for such combinations. 

Histone deacetylase inhibitors are one such candidate (7). Epi-
genetic alterations of chromatin, the scaffold of histone proteins 
that bind DNA in the nucleus result in abnormal gene expres-
sion of cancer cells (25). Acetylation occurs on lysine residues 
of histone tails and thereby alters their electrostatic interactions 
with DNA (26). Acetylation and deacetylation of histones is a 
dynamic and tightly regulated process, resulting in transcription-
al control and alterations in gene expression (25, 31). Acetylation 
is mediated by protein histone acetyltransferases (HATs) and is 
generally associated with chromatin decondensation and gene 
expression. Meanwhile, histone deacetylation, which is mediated 
by histone deacetylases (HDACs), results in chromatin conden-

sation and silencing of gene expression (27). Epigenetic modifi-
cations also play an important role in cell division, both through 
the modulation of gene products involved in the progression of 
the cell cycle and because near-complete histone deacetylation 
and condensation of chromatin are required to complete mitosis 
(7). In transformed cells, histone modifications are often dys-
regulated, resulting in aberrant transcription of genes and the 
loss of cell cycle control (26, 30). HDI treatment has been re-
peatedly shown to blunt the cellular antiviral response, which in 
turn makes OV treatment more effective (29, 30). 

Methyltransferase inhibitors (MTIs) are another epigenetic-
based cancer therapeutic (10). Methylation of gene promoters is 
a common means of gene silencing, and is used in the methyla-
tion of certain tumour suppressors, such as p53 and proapoptotic 
and anti-metastatic genes (22, 36). Unlike acetylation, which af-
fects the histone scaffold, DNA methylation transfers a methyl 
group directly to the 5’ position of specific cytosine residues in 
DNA (10, 24). Most MTIs do not directly inhibit the methyl-
transferase enzyme; rather, they are derivatives of cytosine with 
different chemical groups (for instance, a nitrogen-based group) 
substituted in the 5’ position (10). These cytosine derivatives in-
tercalate into the DNA of rapidly dividing cells, thus altering the 
target for methyltransferase and inhibiting its activity (10). The 
requirement that cells be rapidly dividing is the basis for the tu-
mour-selective mechanism of MTI therapy (24). MTI treatment 
is often used in combination with HDI treatment in preclinical 
experiments as well as clinical trials (32, 33). The two have been 
shown to produce a synergistic effect both in vitro and in vivo. 

HDIs and MTIs have been shown to act synergistically in a 
number of ways, indicating that their combined effect could 
further sensitize transformed cells to VSV-mediated oncolysis. 
This project investigates whether the addition MTIs to the es-
tablished combination of VSV and HDIs can further enhance 
the therapeutic benefits of OV use in refractory cell lines.  

Methods

Virus
VSVΔ51 expressing Green Fluorescent Protein (GFP) is a re-
combinant derivative of VSVΔ51, a naturally occurring interfer-
on (IFN) inducing mutant of the VSV Indiana serotype. Viruses 
were propagated and purified, as described in (35), in Vero cells. 

Cell treatment and infection
PC3 prostate cancer cells were plated at a 1:4 dilution and left 
overnight in RPMI media (Wisent) supplemented with 10% 
foetal bovine serum (FBS) and 1% Penicillin/ Streptomycin 
mixture. Cells were then either left untreated or treated with 
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1 μM concentrations of either the histone deacetylase inhbitor 
suberoylanilide hydroxamic acid (Vorinostat, denoted SAHA), 
the methlytransferase inhibitor 5-aza-2'-deoxycytidine (Decit-
abine, denoted 5-AZA), or both. Of these samples, half were 
infected with VSV AV1 – GFP at a multiplicity of infection 
(MOI) of 1 × 10-2 24 hours after treatment. Cells were then col-
lected for flow cytometry (FACS) analysis, protein extraction or 
RNA extraction at 12, 24, 48 and 72 hours post-infection. Cells 
were either immediately used (in the case of FACS analysis) or 
kept at -80 °C until needed (in the case of protein extraction). 

Flow Cytometry 
Cells were washed once with PBS, then trypsinized in 0.25% 
trypsin (Wisent), diluted to 1:4 in PBS and centrifuged at 1200 
rpm for five minutes. Supernatant was discarded and cells were 
stained with Annexin-V APC (BD Biosciences) as per the man-
ufacturer’s instructions. Cells were subjected to FACS analysis 
(105 events per measurement) on a FACS Calibur (Beckton-
Dickson) and analyzed using FCS express V3 Software. FACS 
analysis showed expression of GFP (indicative of viral replica-
tion) and the binding of Annexin-V (indicative of cell death) for 
each sample. 

Protein extraction and western blotting
Cells were treated with protease inhibitor cocktail (Sigma Al-
drich) and lysed using Triton-X lysis buffer. Protein samples 
were stored at -20 °C until needed. Samples were run on 14% 
polyacrylamide gels, transferred to nitrocellulose membranes, 
blocked for one hour with milk and stained with antibodies to 
PARP, Caspase-3, Caspase-9 and Caspase-8, as well as VSV and 
actin (all from Cell Signaling Technology).  

Results

Enhancement of VSV replication and oncolysis 
in pretreated cells
Treated and infected cells were harvested and analyzed by FACS 
at 24 and 48 hours post-infection. A GFP-expressing virus was 
used to indicate virus replication while Annexin-V staining was 
used to indicate cell death.  An increase in viral replication (most 
prominent at 24 hours post-infection) and cell death (most 
prominent at 48 hours post-infection) was observed when cells 
were pre-treated with both HDI SAHA and MTI 5-AZA. 

M.G. Wilson et al.

Consistent increases in virus replication and 
cell death

Fig. 2. Decreases in uninfected, viable cell populations are seen after com-
bination treatment.  Percentages of uninfected, viable cells were determined 
using FACS analysis. Marked decreases in this population are observed 
when both treatments are used (VSV+SAHA+5-AZA), while single 
treatments also enhance VSV replication and cell death. Treatment with 
SAHA, 5-AZA or the combination without VSV infection results in only 
a small decrease in viability. 

Proportions of non-treated, non-infected cells were determined 
via FACS analysis by taking percentages from the bottom left 
quadrant, as indicated (no Annexin-V binding or GFP expres-
sion), at 12, 24, 48 and 72 hours after VSV infection. Amounts 

Fig. 1. Use of SAHA/5-AZA combination treatment results in increased 
VSV replication and cell death.  FACS analysis showed viral replication 
(indicated by GFP) and cell death (indicated by Annexin-V) at 24 and 48 
hours after VSV infection under various treatment conditions. Increases in 
both VSV replication and cell death in cells subjected to both treatments 
were observed. 
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of viable uninfected cells decreased when cells were treated with 
either 5-AZA or SAHA, while a more marked decrease resulted 
from treatment by both compounds together. Treatment with 
either SAHA, 5-AZA or the combination without VSV infec-
tion resulted in little cell death, indicating that increased activity 
was due to an increase in VSV replication and virally-induced 
oncolysis. 

Increases demonstrated by western blotting
Increases in the VSV component proteins Polymerase, G Gly-
coprotein and Phosphoprotein/Nucleoprotein were seen after 
treatment. The most marked increase was seen in cells subjected 
to both treatments, while cells treated with either only Decitabi-
ne or only SAHA also showed increased virus replication. This 
pattern was reproducible both 24 and 48 hours following virus 
infection. 

pathway without affecting the extrinsic apoptotic pathway (8, 9, 
10). Meanwhile, VSV induces apoptosis via both pathways (21). 
Western blotting also showed an increase in VSV replication. 
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Fig. 3. VSV replication is increased following single treatment of either 
SAHA or 5-AZA. Notably, a more marked increase was observed fol-
lowing treatment with both inhibitors. These patterns of changes in VSV 
replication were consistent at 24 and 48 hours post-infection. 

Western blotting demonstrates increased Cas-
pase activity in treated cells
Western blotting showed an increase in the cleaved forms of 
Caspases 3 and 9 following HDI and MTI treatment.  Mean-
while, we noted a slight upregulation of Caspase 8 as a result 
of VSV infection. This upregulation appeared unaffected by pre-
treatment with SAHA, 5-AZA or a combination thereof. This 
is consistent with previous data in the field, which has shown 
that HDIs and MTIs induce apoptosis by the intrinsic apoptotic 

Fig. 4. Treatment with SAHA and 5-AZA at 48 hours post-infection 
increases activity of the intrinsic apoptotic pathway, but not the extrinsic 
pathway. Cleavage of Caspase-9, a hallmark of the intrinsic apoptotic path-
way, is increased when cells are pre-treated with SAHA or 5-AZA, and 
shows a more marked increase in the case of double treatment. Meanwhile, 
these treatments do not affect the activity of Caspase-8, a hallmark of 
extrinsic apoptosis.

Discussion

The PC3 cell line is generally considered to be resistant to VSV-
mediated oncolysis. As such, this cell line is a valuable tool for the 
study of treatments to enhance virus replication in resistant cell 
lines. The antiviral response of this cell line is well documented, 
aiding the detection of variances resulting from pre-treatment. 
This cell line could therefore prove useful in future research to 
assess the potential utility of OV combination treatment. 

Previous experiments have assessed the utility of VSV/HDI 
combination in PC3 cells.  In untreated cells infected with 
VSV, a number of gene products relating to the IFN cascade 
were induced. Treatment with HDIs blunted the induction of 
this response (28).  As expected, a down-regulation of the anti-
viral response was accompanied by a dramatic increase in VSV 
replication and oncolysis. PC3 prostate cancer cells, which are 
normally minimally sensitive to VSV oncolysis, were quickly 
killed by VSV replication when infected in the presence of HDIs 
(28). Little to no VSV replication and almost no cell death was 
observed in normal cells or in infected PC3 cells that had not 
undergone HDI treatment (28). This effect was also observed 
in mouse models. VSV replicated rapidly and showed enhanced 
therapeutic benefit in mice treated with HDIs. 
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FACS analysis shows increases in VSV replica-
tion and cell death in treated cells. 
VSV replication was assessed using FACS analysis. A dramatic 
increase in viral replication can be seen at 24 hours after infec-
tion in cells treated with both SAHA and 5-AZA (Fig. 1). A 
similarly dramatic increase in Annexin-V positive cells (indica-
tive of cell death) is seen at 48 hours after infection (Fig. 1). This 
indicates some modulation of the host-cell mechanisms that 
increase susceptibility to VSV infection. Importantly, VSV in-
fection alone resulted in very little virus replication, which con-
firms the PC3 cell line’s high level of resistance to OV treatment. 
Treating with SAHA, 5-AZA or the HDI/MTI combination 
without VSV infection also resulted in very little cell death. 
 
Treatment results in consistent increase in 
VSV replication and cell death over 72 hours
The proportions of uninfected, viable cells at 12, 24, 48 and 72 
hours post-infection were determined using FACS analysis (Fig. 
2). A steady decline in viability was observed when infected cells 
were subjected to pretreatment by both 5-AZA and SAHA. A 
less prominent decline was visible when cells were subjected to 
only one type of pretreatment. Very little decline was seen in un-
treated or uninfected cells. Statistical analysis is required to de-
termine whether these results indicate an additive or synergistic 
effect. These changes in the replication of VSV were consistent 
with data obtained by western blot (Fig. 3). 

Enhanced activity in the intrinsic apoptotic 
pathway increases cell death
Increases in cell death were further investigated using western 
blotting for components of the Caspase pathway. An increase in 
the cleavage of Poly-ADP Ribose Polymerase (PARP), a cellular 
protein that assists in the repair of DNA cleavage, was observed 
(Fig. 3). Cleavage of PARP results in an arrest in DNA repair, 
the depletion of ATP, and ultimately cell death. Treatment also 
resulted in an increase in the cleavage of Caspase-9, indicating 
an increase in the activity of the intrinsic apoptotic pathway (Fig. 
3). This is consistent with past results, which indicate that HDI 
and MTI treatment both act via this intrinsic pathway alone (8, 
9, 10). No increase in Caspase-8 was seen, which indicates that 
the extrinsic pathway is unaffected by these treatments. VSV and 
actin were observed as controls. An increase in VSV replication 
similar to that seen using FACS analysis was detected by western 
blotting. Actin expression remained consistent, an indication of 
similar protein loading concentrations. 

Several interesting avenues exist for further research. Previous 
results from our laboratory indicate that treatment with HDIs 
regulates components of the IFN response, including the adaptor 
molecule RIG-I, the cytokines IFNα and IFNβ, the intracellular 
messenger protein IRF7, ISG56 (induced by interferon signal-

ling and having antiviral activity) and MxA (a GTPase directly 
involved in the inhibition of VSV replication).  However, how 
these components will respond to low-dose SAHA treatment 
or to the SAHA/5-AZA combination is not yet known. Since 
the doses of both treatments used in this study are significantly 
lower than most previously reported, it is reasonable to postu-
late that there will be some modification of the effects of treat-
ment on cellular processes. RT-PCR will be used to demonstrate 
changes in RNA levels of various proteins that mediate inter-
feron response. Although in vitro studies have shown promising 
potential therapeutic benefits of this treatment, the use of animal 
models is an essential step in the evaluation of potential cancer 
therapeutics. Experiments evaluating the efficacy of these treat-
ments in immunocompetent tumour xenograft animal models 
are currently underway.

Oncolytic viruses provide a novel approach to cancer therapy and 
may greatly improve patient care.  There is already evidence that 
epigenetic therapeutics, including HDIs, may increase suscepti-
bility to VSV treatment. The results of this study indicate that 
treatment with MTIs alone, or in combination with HDIs, can 
also increase susceptibility to VSV infection, virus-induced on-
colysis and cell death.  
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Re-tuning the Walker-Kasting global carbon cycle 
box model using a parameter sensitivity analysis

ABSTRACT

Introduction: The Walker-Kasting global carbon cycle box model is a simple representation of the 
Earth system used to study climatic events. This model has a high number of parameters whose 
sensitivity must be tested in order to better understand which of them dominate the behaviour 
of the model. In this study, we perform a parameter sensitivity analysis. Moreover, we use these 
results to re-tune the model to preindustrial conditions using a quantitative criterion. We then 
compare our results to those determined by Walker-Kasting. Methods: We achieved the parame-
ter sensitivity analysis by calculating, for each parameter, an index that measures the impact of a 
change in the initial parameter value on the equilibrium solutions. The most sensitive parameters 
were determined and then tuned in the model by comparing the model equilibrium solutions to a 
set of 32 experimental values. Results: We found that nine of the tuning parameters were sensi-
tive to a change to their initial value. Furthermore, we discovered that 5 of these parameter val-
ues were identical to those determined by Walker-Kasting, thus affirming their work. Discussion: 
A sensitivity analysis is interesting to perform because it allows the users of a model to more fully 
comprehend the way in which the model reacts to changes in its parameters. Sensitivity analysis 
is fundamental in the tuning of a model (for example, to a particular period in the Earth’s history) 
since it allows researchers to consider only the most important parameters.
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Walker-Kasting, Box model, Parameter 
sensitivity analysis  

*Corresponding author:

simon.yang@mail.mcgill.ca

Received: 11 January 2010

Revised: 17 March 2010

Simon Yang*1, David A. Carozza1, Lawrence A. Mysak1

1Department of Atmospheric and Oceanic Sciences, McGill University, Burnside Hall, 805 Sherbrooke Street West, Montreal, Quebec, 
Canada, H3A 2K6

Introduction

A box model is a simplified version of a complex system such 
that the components of the system are reduced to linked boxes 
(or reservoirs). Models of this type are employed to simulate pro-
cesses in the climate system in a rudimentary way, and are used 
to determine whether model output satisfactorily describes an 
observed phenomenon. Because they are simple in structure and 
computationally efficient, box models are ideal for analyzing cli-
mate processes that occur on long time scales. In particular, a box 
model of the Earth system depicts the components of the Earth 
system (atmosphere, ocean, terrestrial biosphere, etc.) as boxes 
that are linked by exchanges of mass, energy or both.

In general, box models possess a large number of parameters 
that must be tuned with respect to a set of experimental data. 
This is the case because box models are not inherently based on 
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physical laws, but on parameterizations of those laws. Research-
ers perform such a tuning procedure by determining the set of 
model parameter values that generates the best equilibrium re-
sults (steady state solutions) in terms of a specific criterion, such 
as minimizing the root mean squared error between the model 
and experimental results.

An important element in the development of a box model is 
therefore the determination of which parameters have the great-
est impact on the model equilibrium results. Such a procedure 
must be undertaken since it is computationally unfeasible to run 
a model, even a computationally simple one, for all values of the 
parameter space. Therefore, it is interesting to know which pa-
rameters are the most sensitive since it shows which parameters 
need to be considered with greater accuracy and which param-
eters can be ignored in the tuning process.

In this study, we perform the first sensitivity analysis for the 
Walker-Kasting (1) box model (denoted WK92) and thus deter-
mine the most influential model parameters. These results allow 
us to tune the model to preindustrial conditions using a quan-
titative criterion. Furthermore, we compare our tuning results 
to those of the qualitative approach used by WK92, and discuss 
applications of our sensitivity analysis.

Methods

Model
The preindustrial global carbon cycle is the biogeochemical cycle 
that comprises both: i) the carbon stored within different reser-
voirs of the Earth system and ii) the exchange of carbon between 
these components. The WK92 box model is a simple represen-
tation of the preindustrial global carbon cycle, which consists 
of eight model reservoirs: atmosphere, terrestrial biomass, cold 
surface ocean, warm surface ocean, thermocline, Deep Atlantic 
Ocean, Deep Indian Ocean and Deep Pacific Ocean (Fig. 1). 

The model is governed by 32 ordinary differential equations that 
represent thermohaline (temperature and salinity) fluxes and 
mixing fluxes of carbon and nutrients between the reservoirs, as 
well as biogeochemical processes such as photosynthesis, respira-
tion and the oceanic biological pump, which are biological pro-
cesses that transport carbon from the ocean surface to the deep 
ocean. For each reservoir, the model calculations include: atmo-
spheric CO2 concentration, lysocline depth (the ocean depth be-
low which the rate of dissolution of calcium carbonate increases 
dramatically), average surface air temperature and δ13C for each 
reservoir. Table 1 lists the prognostic variables. Note that δ13C is 
the ratio of the rarer 13C isotope of carbon to the more common 
12C isotope, relative to a generally recognized standard ratio of 

the two. It is an important variable because a change indicates a 
flux of carbon into or out of the system in question. A list of the 
model parameters can be found in Table 2.

Sensitivity analysis
To calculate the sensitivity of the WK92 model parameters, we 
implemented the method described by Nordhaus (2). First, we 
determined an appropriate range for the model parameters un-
der consideration. Each range was defined by a minimum and a 
maximum value (extreme values), and was determined based on 
a literature review of the specific parameter. We then compared 
the equilibrium results of the simulations with the extreme pa-
rameter values to the results with the initial parameter value by 
means of the following sensitivity index:

 

Fig. 1: Schematic of the WK92 model reservoirs (adapted from Dickens, 
1999). Exchanges of carbon internal to the model are represented by blue 
and black arrows. Blue single- and double-headed arrows between the 
ocean reservoirs represent thermohaline and mixing fluxes, respectively. 
Black arrows between the atmosphere and biomass represent respiration 
and photosynthesis, whereas those between the atmosphere and ocean 
reservoirs represent diusive exchanges of carbon. Exchange fluxes external 
to the model are represented by orange arrows. Figure taken from Carozza
(2009)

Table 1: Walker and Kasting (1992) model prognostic variables. PAL = 
preindustrial atmospheric level; 1 PAL = 280 ppmv. In the WK92 model, 
there are six equations for each of P, , and A in the ocean reservoirs and one 
equation for each of TS and [CO2]. In addition, there is one equation for 
MBio, three equations for R in the deep ocean reservoirs and eight equa-
tions for 13C. Note that this adds up to 32 equations.
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 (1)

where Xi
M(t) is the time series of the ith model variable for the 

extreme parameter values, Xi
* is the time series of the ith model 

variable for the initial parameter value, and n is the number of 
points in the time series. Note that the time series of the model 
variable i that is under investigation, Xi

M(t), evolves in time until 
it reaches equilibrium and is thus a function of time. However, 
the time series of the model variable under the initial parameter 
value, Xi

*, is a constant function, since it begins at the equilib-
rium value. The sensitivity index therefore does not only measure 
the difference between the equilibrium values for the initial and 
extreme parameter values, but also the distance between the two 
time series.

The deviation is then normalized by dividing the difference 
Xi

M(t) - Xi
* by Xi

*, so that the quantity in parentheses in Equa-
tion 1 is dimensionless. This normalization allows us to compare 
sensitivity indices for every parameter. The I values were then 
averaged to obtain an extreme sensitivity index I for each param-
eter. To take both the maximum and minimum parameter results 
into account, the two sensitivity indices are averaged. The initial, 
minimum and maximum values for each model parameter, the 
sensitivity indices and the averaged sensitivity index I are given 
in Table 3. The nine most sensitive parameters are presented in 
Figure 2.

Table 2: Model parameters and their description

!

Fig. 2: Averaged sensitivity index I (see table 3) for the nine most sensitive 
model parameters, presented in decreasing order.

Table 3: Initial, minimum, and maximum parameter values and sensitivity 
index 1. The subscripts are the reservoir numbers (Fig. 1)
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parameters (Fig. 2), values between the minimum and maximum 
parameter value were chosen to be part of the tuning process 
(Table 5). The number of values chosen for each parameter, 
which ranged from three to eight, depended on the sensitivity 
of the parameter. Otherwise put, the more sensitive parameters 
required greater accuracy, and thus more values were used for 
their calculation.

Equilibrium runs involving every combination of these chosen 
parameter values were then implemented. This procedure can 
represent a tremendous number of runs and is why only the most 
sensitive parameters were used in the tuning. In our study, we 
performed 408 240 simulations (each running for a period of 
2 million model years with a time-step of 1000 model years) to 
determine the best set of nine tuning parameters. Every set of 
equilibrium variables was compared to the set of experimental 
values using the following cost function:

(2)

where Xei is the ith member of the 32 equilibrium solutions, and 
Xpi is the ith member of the 32 experimentally derived values. 
Again, the function is normalized (the difference Xei − Xpi is 
divided by Xpi) so as to make the quantity in parentheses in (Eq. 
2) dimensionless. A cost, or normalized cumulated root mean 
squared error, was calculated for every set of equilibrium solu-
tions. Finally, the set of equilibrium solutions that had the small-
est cost value was selected as the optimal set of parameter values 
and equilibrium solutions (Table 5).

Experimental data
We reviewed the literature to find experimental preindustrial 
values of the 32 dependent variables. Important sources for ex-
perimental values were Tracers in the Sea by Broecker and Peng 
and Ocean Biogeochemical Dynamics by Sarmiento and Gruber (3, 
4). These texts provided us with the concentration of phosphate, 
alkalinity, the lysocline depth and δ13C values for several of the 
model boxes. Moreover, the World Ocean Circulation Experi-
ment (WOCE) website provided vertical cross section maps of 
the concentration of alkalinity, phosphate, δ13C and total dis-
solved carbon for the Deep Indian Ocean and the thermocline 
(5). Although the WOCE data represents the present day, we 
assume that they are a reasonable representation of these two 
reservoirs in the preindustrial era. The δ13C values for terrestrial 
biomass and the atmosphere were taken from Ruddiman (6). 
We often found plausible ranges of values rather than specific 
results, and therefore selected the value to tune by taking the 

Table 4: Selected proxy values and their sources. The subscripts of the 
variables refer to a specific reservoir (see Fig.1) i.e., P3 refers to phosphate 
in the cold surface water reservoir.

Table 5: Parameters that are to be tuned and their test values. The values in 
bold are the values that were selected during the tuning, i.e., together, these 
values are the combination of parameters that gave the equilibrium solu-
tions that were closest to the experimentally derived values.
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Tuning
General method
In the original work of WK92, the set of model parameters was 
qualitatively determined by arbitrarily selecting a set of param-
eters and then adjusting those parameters until a reasonable 
match to the experimental results was found. As an application 
to the sensitivity analysis described in the previous section, we 
have re-tuned the WK92 box model using the most sensitive 
model parameters.

The goal of tuning is to determine the parameter values that give 
equilibrium solutions that best reproduce experimentally derived 
values (Table 4). To achieve this, we must first find the experi-
mentally determined values. Based on the nine most sensitive 

√√√√
32∑

i=1

(
Xei − Xpi

Xpi

)2
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average of the maximum and minimum for a given range. Note 
that measurements in the thermocline vary tremendously as it is 
a non-homogeneous layer. The experimentally derived data for 
this reservoir were therefore estimates chosen from the middle of 
the thermocline layer. The 32 experimental values of the model 
variables and the associated references are listed in Table 4.

Results

Figure 2 presents the averaged sensitivity index of the nine most 
sensitive parameters. The most sensitive parameter is RCO. When 
tested from its initial value to its minimum value, we found 
a sensitivity index of 0.67 (Table 3). This implies that the 32 
model variables change by an average factor of 0.67 when RCO 
is changed from its initial value to its minimum. We find that 
other parameters, such as z2 or α, are less sensitive and therefore 
less important since they change the model variables by a smaller 
factor. Some parameters, such as Csurf, have no influence on the 
model equilibrium solutions (Table 3).

Table 4 presents the 32 model prognostic variables, the experi-
mental range of these variables and the selected value applied in 
the tuning procedure. The WK92 parameter values, the values 
examined in the tuning procedure, and the values that were se-
lected from the tuning (bold) are given in Table 5.

Discussion 

Sensitivity
RCO, the parameter that occurs in most of the model equations, is 
more sensitive than the other parameters. Hence, a change in its 
value will affect the model equilibrium solutions more than the 
other parameters, making it the most important tuning param-
eter. In addition, changes in certain parameters exhibit a sensi-
tivity index of zero in equilibrium solutions (Table 3). This result 
can be explained by analyzing the model equations. Considering 
the Csurf parameter, Table 3 indicates that a change in the value of 
Csurf does not influence any of the equilibrium solutions. It does 
not, for example, affect Ts, the average global surface tempera-
ture. The equation relating Csurf and Ts is the following:

 (3)

where the terms in the numerator of the right hand side rep-
resent incoming and outgoing solar radiation, respectively. At 
equilibrium, dTs = 0, and since Csurf is constant, Q − FIR(Ts) must 
be zero. Hence, changing the value of Csurf will not affect the 

equilibrium value of Ts, and accordingly, the sensitivity of Csurf 
with respect to Ts is zero. For this reason, Csurf is not a relevant 
tuning parameter. In a similar manner, the other parameters that 
exhibit a sensitivity index of zero are also not pertinent tuning 
parameters.

Note that for a simulation where carbon is being released into 
the atmosphere, Q−FIR(Ts) is not zero because the amount of 
outgoing solar radiation, FIR(Ts), is changing. In this case, the ar-
gument presented in the previous paragraph is not valid. Choos-
ing two different values of Csurf for the same carbon emission sce-
nario will indeed generate two different evolutions of Ts. Hence, 
although a parameter such as Csurf is irrelevant with respect to 
tuning the model, it is nevertheless important in the evolution 
of a simulation where the model is being forced by a release of 
carbon.

Tuning
We found that five out of the nine most sensitive parameter val-
ues resulting from our tuning procedure were identical to those 
determined by WK92 (Table 5). This is a strong affirmation of 
the parameters determined by WK92. Among the remaining four 
parameters, the difference between the original parameter values 
and those we calculated can be explained by the fact that our 
tuning procedure was more rigorous; it contained significantly 
more model simulations and a greater number of experimentally 
derived values for the dependent variables.

The goal of this study was to perform a sensitivity analysis on 
the parameters of the WK92 carbon cycle box model. The sensi-
tivity analysis allowed us to understand which parameters most 
affected the equilibrium solutions and study how the model re-
acted to a change in parameter values. Furthermore, it permitted 
us to calculate the nine most sensitive parameters, to use this set 
of parameters to quantitatively tune the WK92 model and to 
compare and contrast our tuned parameter results to those origi-
nally determined qualitatively by WK92. In future work, these 
sensitivity results will be used to tune the WK92 box model to 
the Paleocene/Eocene boundary period (approximately 55 mil-
lion years ago) so that it may be used to analyze the Paleocene 
Eocene thermal maximum, a period of abrupt and intense global 
warming (7, 8).
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