


Volume 18 | Issue 1 | March 2023 Page i

ON THE COVER
Volcanoes connect the depths of planet Earth with the “supra-crustal” world in 
which we live. They spew gases and particulate matter into the atmosphere, 
build new islands, and reset ecological succession. Near and beneath water, 
volcanic eruptions may result in the formation of pumice rafts which float in 
the aqueous environment by or in which they were made. On page B19, Redick 
reviews existing knowledge and case studies on the formation of pumice rafts 
as well as their geological and biological implications. Pumice rafts are carriers 
of life and proof of a dynamic and powerful Earth that both facilitates and 
impedes human activities.

The digital painting on the cover depicts a stylized life of a pumice raft, 
beginning with the volcanic eruption, to being quenched by water, to carrying 
an array of organisms as it drifts. 

Graphic Designer: David Derish



McGill Science Undergraduate Research Journal - msurj.com - msurjonline.mcgill.caPage ii



Volume 18 | Issue 1 | March 2023 Page iii

MCGILL SCIENCE
UNDERGRADUATE

RESEARCH JOURNAL BOARD 2022-2023

805 Sherbrooke St. West, Room 1B22
Montreal, Quebec, H3A 2K6 Canada

Phone: (514) 398-6979
Fax: (514) 398-6766

Email: msurj.sus@mail.mcgill.ca
Website: msurjonline.mcgill.ca

Editors-in-Chief John Ni
Biochemistry

Sofia Reynoso
Biology

Editors

Layout Designers

Managing Editors Aelis Spiller
Earth Systems Science

Ryan Huang
Neuroscience

Shafaq Nami
Bioengineering

Tiffany Spector
Pharmacology

Senior Editors

Laura Reumont
Computer Science

David Derish
Medicine

Anita Allikmets
Natural Sciences, University

Armance Volta
Physics

Benjamin Herfray
Mechanical Engineering

Mackenzie Pereira
Physics

Megan Katz
Biochemistry

Patrick Hallaert
Biology

Xinchen Wang
Finance and Mathematics

Mina Mahdi
Cognitive Science

Muhammad Shahzad
Microbiology and Immunology

Autumn Pereira
Biology and Mathematics

Ines Durant
Physiology

Javeria Rizwan
Physics

David Derish 

Shafaq Nami 

Sofia Reynoso 

Aelis Spiller 

Armance Volta 

Benjamin Herfray 

Mackenzie Pereira

John Ni

College London



McGill Science Undergraduate Research Journal - msurj.com - msurjonline.mcgill.caPage iv



Volume 18 | Issue 1 | March 2023 Page v

TABLE OF CONTENTS
vii Foreword

ix Acknowledgements

1 Description and Exploration of Mean-Gauss Surfaces
Alexander Nazeer

A. RESEARCH ARTICLES

11 Rho GTPase Regulatory Proteins Contribute to Podocyte Morphology and Function
Emily Foxman, Sajida Ibrahim, Tomoko Takano

18 Comparison of Small Molecule-Responsive RNA Aptazymes for Applications in Gene Control
Janeva Shahi & Maureen McKeague

B. REVIEW ARTICLES

1 Uncovering the Regulators of CRISPR-Cas Immunity 
Idia Boncheva

6 The Role of Iron in Epidermal Healing and Infection
Idia Boncheva

10 At Once Friends and Foes: Myeloid-Derived Suppressor Cells in Human Tuberculosis
Angela Nelson

15 Bacterial Interactions Affecting Chemotherapy Effectiveness
Jenni M. Chambers & Thomas A. Ilingworth

19 A Review of Pumice Raft Formation Environments, Saturation, and Dispersal Mechanisms
Nathalie R. Redick

26 An Enduring Controversial Story in the Human Brain: Adult Hippocampal Neurogenesis in the Dentate Gyrus
Zhipeng Niu & Tanya Capolicchio



McGill Science Undergraduate Research Journal - msurj.com - msurjonline.mcgill.caPage vi



Volume 18 | Issue 1 | March 2023 Page vii

FOREWORD

Dear Reader,Dear Reader,

As we near two decades of publication, we continue to be amazed by the hard work and impressive findings As we near two decades of publication, we continue to be amazed by the hard work and impressive findings 
of our undergraduate peers. We are proud of our continued mission to advocate for undergraduate research of our undergraduate peers. We are proud of our continued mission to advocate for undergraduate research 
and publishing embodied by the work of authors, editors, and peer reviewers.and publishing embodied by the work of authors, editors, and peer reviewers.

Among the articles enclosed is a review on CRISPR-Cas, a technology developed in part by Nobel Laureate in Among the articles enclosed is a review on CRISPR-Cas, a technology developed in part by Nobel Laureate in 
Chemistry Jennifer Doudna. Doudna emphasises the importance of early exposure to research in a scientific Chemistry Jennifer Doudna. Doudna emphasises the importance of early exposure to research in a scientific 
career, as it fosters “natural curiosity.” The authors included in this issue exemplify this “natural curiosity” so career, as it fosters “natural curiosity.” The authors included in this issue exemplify this “natural curiosity” so 
vital to scientific inquiry and progress.vital to scientific inquiry and progress.

We would like to present the 18th volume of the We would like to present the 18th volume of the McGill Science Undergraduate Research JournalMcGill Science Undergraduate Research Journal, which , which 
includes nine research and review articles, a culmination of these students’ hard work and perseverance. includes nine research and review articles, a culmination of these students’ hard work and perseverance. 
Within these articles, topics range from pumice rafts to tuberculosis to mean-Gauss surfaces. We hope that Within these articles, topics range from pumice rafts to tuberculosis to mean-Gauss surfaces. We hope that 
the passion and effort displayed by these authors remain evident throughout this issue.the passion and effort displayed by these authors remain evident throughout this issue.

On behalf of our entire editorial board, thank you. On behalf of our entire editorial board, thank you. 

John Ni & Sofia ReynosoJohn Ni & Sofia Reynoso
Editors-in-ChiefEditors-in-Chief
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Alexander Naazeer1

Description and Exploration of Mean-Gauss
Surfaces

Abstract

In this paper we explore solving the prescribed mean curvature equation for surfaces meeting a new relation
given byHS = λKS , whereHS andKS are themean and Gaussian curvatures, respectively. We prove several
existence theorems for various families of surfaces and state a conjecture for surfacesof revolution. To conclude,
we state aweak existence theorem, and a strong conjecture concerning possible solutions. The intention is that
by using differential geometry tools which would have likely been seen at the undergraduate level, the paper
and its results are more accessible. My hope is that these new theorems find applications in the classification
of surfaces in the future, or at the very least serves as an interesting curiosity.

Introduction

We will be exploring the existence of surfaces for which a proportionality
relationship between themean andGaussian curvatures exist. More specif-
ically those for which the following holds:

HS = λKS (1)

whereS is a smooth surface,HS themean curvature ofS,KS theGaussian
curvature, and λ a scalar. It would seem that solutions to this problem have
not yet been researched, and as such, I will assign the name of Mean-Gauss
surfaces to them.

To begin, we define the two curvatures and give explicit formulas for their
computations. Thenwe proceed to show that there exists at least oneMean-
Gauss surface (the sphere). Following which, we will work toward proving
several results concerning the existence of other such surfaces, yielding sev-
eral new theorems and conjectures.

The main body of exploration will be dealing with surfaces in R3 as these
will allow for visualizations. Furthermore, since this problemdoes not seem
to have been explored, beginning with the “simplest” case is likely a good
place to start.

Throughout the paper, we assume only a surface level knowledge of differ-
ential geometry in the hopes that this work provides insights and inspira-
tion to those not so far along their mathematical journey. Another thing
to note is that this paper is an excerpt of a lager work that was submitted
as my honours research project under the supervision of Dr. A. Stancu of
Concordia University.

Mean-Gauss Surfaces

The prescribed mean curvature equation is given by:

div

(
∇u√

1 + ||∇u||2

)
+ f(u) = 0

where∇ represents the gradient, and u(x) is a function defining a surface.
Furthermore, we have that:

div

(
∇u√

1 + ||∇u||2

)

is a scaled version of the mean curvature of an n dimen-
sional manifold embedded in Rn+1 defined as the graph S =
(x1, x2, ..., xn, u(x1, x2, ..., xn)), hence its namesake. The proof of
this fact is quite mechanical, but every part falls into place in a most
satisfying manner; as such, I encourage the reader to attempt it. The
inclusion of the divergence form here serves only to give an idea of what
problem led me to investigating relationship (1), and will not be used past
this section.

Possible solutions to the divergence equation is a topic with a large body of
research behind it. Generally these take a differential equation approach,
applying known techniques to findpossible solutions, or prove the existence
of solutions of specific forms.

For this paper, we will investigate whether there exist solutions when f(u)
is the Gaussian curvature of our surface or some scaled version of it. More
specifically, we remove the requirement that our surface writes as a graph,
and consider the more general relation HS = λKS instead.

Definition 1. Define a Mean-Gauss surface to be a smooth surface S such
that globally,

HS = λKS ,

whereKS is the Gaussian curvature,HS is the mean curvature, and
λ ∈ R. □

As for the question of why restrict λ to scalar values, we can consider the
following:

Let S be a surface defined by (x(u, v), y(u, v), z(u, v)); then for λ(u, v)
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we want

HS = λ(u, v)KS ,

but if we allow λ to be a function, then we can simply choose

λ =
HS

KS

which is a solution for all surfaces havingKS �= 0 for anyu, v in its domain.
As such, this question does not require much investigating.

Even if KS = 0 at some set of points {pi} ∈ S, the relation still holds
everywhere else on the surface. Furthermore, we have local satisfaction
everywhere but on neighborhoods of the surface which are developable.

That being said, it would be interesting to ask for λ(u, v) satisfying (1) and
such that

T (λ(u, v)) �= HS

KS

for any elementary or ”simple” transformation T . This is a question not
covered here, but which could prove to be an interesting avenue of future
research.

Defining the Curvatures

We begin by giving a relation between the Weingarten map and the funda-
mental forms, from which we will define the curvatures to be used in the
following sections. Going forward, we are dealing with surfaces embedded
in R3 unless stated otherwise.

Weingarten Map

For a surface S embedded in R3 we define the Weingarten map as

Wp,S = (I)−1(II)

where I is the matrix of the first fundamental form and II that of the second.

I =

(
E F
F G

)
,

II =

(
L M
M N

)
. □

Principal Curvatures

We define the principal curvatures of a surface S at a point p ∈ S to be the
minimum and maximum of the normal curvatures of all curves passing
through p. They can be found using the following:

For principal curvatures k1, k2 of S at p, and tangent vectors t1, t2 ∈ TpS
corresponding to the principal curvatures we have

Wp(ti) = kiti.

In other words, the principal curvatures are the eigenvalues of theWeingarten
map. Furthermore, we call the eigenvectors t1, t2 the principal directions of
S at p. □

Gaussian Curvature

We can compute the Gaussian curvatureK in several ways, one of which is

K = k1k2.

Another one that is useful for computation is

K = Det(Wp,S),

or equivalently

K =
Det(II)

Det(I)
.

Mean Curvature

Similar to the Gaussian curvature we can find themean curvature in several
ways:

H =
k1 + k2

2
,

another one being

H =
1

2
Trace(Wp,S),

or equivalently

H =
LG− 2MF +NE

2Det(I)
.

Higher Dimensional

If S is a manifold embedded in Rn+1, then the Weingarten map is an n
dimensional square matrix, and we can use the following definitions:

K =

n∏
i=1

ki,

H =
1

n

n∑
i=1

ki. □

Weingarten Surfaces

Mean-Gauss surfaces as defined by (1) are a particular case of Weingarten
Surfaces. A class of surfaces whose mean and Gaussian curvatures are con-
nected by a function f in the sense that1

f(H,K) = 0. (2)

For Mean-Gauss surfaces we have:

k1 + k2
2

= λ′k1k2,

k1 = λk1k2 − k2,

k1 − λk1k2 = −k2,

k1(1− λk2) = −k2,

k1 =
−k2

(1− λk2)
,

k1 =
k2

k2λ− 1
.
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So we define f to be

f(H,K) = W (k1, k2) = k1 −
k2

k2λ− 1
. (3)

The set of solutions to (2) are called the curvature diagram, or W-diagram
of a surface.

Figure 1. W-diagram of [x − y
yλ−1 ] (2) for various λ.

We have Theorem 1 giving relations concerning said diagrams:

Theorem 1 (Interpretation of Principal Curvatures1). If the curvature dia-
gram of a surface S

i) degenerates to exactly one point, then S has two constant principal cur-
vatures and is part of a plane, sphere, or circular cylinder.

ii) is contained in one of the coordinate axes through the origin, then S is
developable.

iii) is contained in the main diagonal k1 = k2, then the surface S is part of
a plane or sphere, as every point is umbilic.

We also have the following bi-directional statements:

i) The curvature diagram is contained in a straight line parallel to the di-
agonal k1 = −k2 if and only if the mean curvature is constant.

ii) The curvature diagram is contained in a standard hyperbola k1 = c
k2

for c ∈ R if and only if the Gaussian curvature is constant. □

Spheres and Hyperspheres

One family of surfaces for which the Mean-Gauss relation is satisfied are
spheres and hyperspheres.

Consider the sphere S = {(x, y, z)|x2 + y2 + z2 = ρ2}, which has the
parametric equation

S(ρ, θ, ϕ) = (ρ cos θ sinϕ, ρ sin θ sinϕ, ρ cosϕ)

where θ ∈ [0, 2π] is the azimuthal angle (longitude), ϕ ∈ [0, π] is the polar
angle (co-latitude), and ρ the radius of S.

Then S has the following Gaussian and mean curvatures.

K =
1

ρ2
,

H =
1

ρ
.

An important remark is that both quantities are constant based on the ra-
dius of our sphere.

Now, by the above we see that the unit sphere satisfies the condition with
λ = 1, and for λ �= 1 we have

HS = λKS ,

1

ρ
= λ

1

ρ2
,

λ = ρ.

For hyperspheres of radius ρ, we take a different approach by using the
Gauss and Weingarten map.

Recall that the Gauss map G : S → Sn, takes our surface to the unit ball
for Rn. But here our surface is already a sphere, so we simply scale it.

Note that we are taking the geometer’s approach; using n to denote the di-
mension of the sphere.

So if S = {x ∈ Rn+1|
∑n+1

i=1 x2
i = ρ2} is a sphere of radius ρ embedded

inRn+1, then for x ∈ S, the unit normals and by extension the Gauss map
will be

G(S) = −(
S

ρ
)

which maps every x ∈ S to −x
ρ
, giving us that for every x ∈ S we have

n+1∑
i=1

(−xi

ρ
)2 =

1

ρ2

n+1∑
i=1

x2
i

=
1

ρ2
ρ2

= 1,

which describes the unit sphere Sn. Remark that we chose the negative
normal direction; the reasoning becomes apparent in the next step.

Now,

W = −DG,

the negative of the Jacobian of the Gauss map, which is given by

W = (
1

ρ
)I

where I is the identity matrix for Rn, since D : TpSn → TpSn.

The curvatures are then given by the trace ofW over n and its determinant
for the other.

HS =
1

n
Trace(W) =

1

ρ

KS = Det(W) =
1

ρn

We see that the Mean-Gauss relation is satisfied for λ = ρn−1.

Thus, we have proven Theorem 2 as follows:

Theorem 2 (n-Sphere). For any n-sphere S of radius ρ, the Mean-Gauss
relation

HS = λKS

is satisfied by λ = ρn−1. ■
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(a) Gaussian Curvature (b)Mean Curvature

Figure 2. Sphere coloured according to curvature.

If we compare this result with the standard case of n = 2, we can see that
it is consistent.

Trivial Cases

It should be mentioned that there are trivial cases of this problem. First,
if the surface S is a plane which has 0 Gaussian and mean curvature, then
H = λK is trivially satisfied.

Another case which can be considered trivial or rather one we can imme-
diately rule out is that of non-planar developable surfaces. In this case, one
of the principal curvatures will be 0, giving

H = λ(0)

which lacks a solution for λ in the non-extended reals.

The last trivial case to be considered is that of minimal surfaces withHS =
0 satisfied by λ = 0. Therefore, we restrict λ ∈ R\{0}.

Graphs of Functions

Let S ⊂ R3 be a graph; that is, S = {(x, y, z) ∈ R3|f(x, y) = z} for
some function f which is continuous and well defined.

Then, the coefficients of the first fundamental form of S are given by

E = ||(1, 0, fx)||2

= 1 + f2
x ,

F = (1, 0, fx)(0, 1, fy)

= fxfy,

G = ||(0, 1, fy)||2

= 1 + f2
y .

And we have a unit normal to S,

n⃗ =
(1, 0, fx)× (0, 1, fy)

||(1, 0, fx)× (0, 1, fy)||

=
(−fx,−fy, 1)√
1 + f2

x + f2
y

=
(−fx,−fy, 1)

d
,

where d =
√

1 + f2
x + f2

y . Now, the coefficients of the second fundamen-
tal form are

L = (0, 0, fxx) · n⃗

=
fxx
d

,

M = (0, 0, fxy) · n⃗

=
fxy
d

,

N = (0, 0, fyy) · n⃗

=
fyy
d

.

Using the definition of the Weingarten map

Wp,S = (I)−1(II),

we have

Wp,S =
1

EG− F 2

(
GL− FM GM − FN
ME − FL NE − FM

)
,

yielding the curvatures

HS =
1

2

GL− 2FM +NE

EG− F 2

(a) Gaussian Curvature (b)Mean Curvature

Figure 3. Graph of f(x, y) = sin(x) cos(y) coloured according to curvature.
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=
1

2

(1+f2
y )(fxx)

d
− 2

fxfyfxy

d
+

(1+f2
x)(fyy)

d

(1 + f2
x)(1 + f2

y )− f2
xf2

y

=
1

2

1

d

(1 + f2
y )(fxx)− 2fxfyfxy + (1 + f2

x)(fyy)

1 + f2
x + f2

y

=
1

2d3
[(1 + f2

y )(fxx)− 2fxfyfxy + (1 + f2
x)(fyy)],

and

KS =
LN −M2

EG− F 2

=

fxxfyy

d2
− f2

xy

d2

d2

=
fxxfyy − f2

xy

d4
.

Now we want to meet the relation HS = λKS for λ a non-zero constant.
As such, we can leave out the 1

2
scalar from the mean curvature, giving us

1

d3
[(1 + f2

y )(fxx)− 2fxfyfxy + (1 + f2
x)(fyy)] = λ

fxxfyy − f2
xy

d4
,

d[(1 + f2
y )(fxx)− 2fxfyfxy + (1 + f2

x)(fyy)] = λ[fxxfyy − f2
xy]

Immediately, we note a trivial solution to this equation which we covered
in the Trivial Cases section: flat surfaces where the second order partials
are 0, giving 0 = 0.

So assume fxxfyy − f2
xy �= 0 which rules out said trivial case, giving

d
[(1 + f2

y )(fxx) + (1 + f2
x)(fyy)]

[fxxfyy − f2
xy]

= λ.

Then for λ to be a constant, either both d and [(1+f2
y )(fxx)+(1+f2

x)(fyy)]

[fxxfyy−f2
xy ]

are constants, or they are reciprocals of each other as functions.

Case I: Let d be a constant; that is,
√

1 + f2
x + f2

y = c for some c ∈ R.
Then clearly, f2

x and f2
y must be constants or f2

x + f2
y = ĉ, a constant.

If both are constant, then f is a plane which is the trivial case and not being
considered here.

If not both constant, then f2
x + f2

y = ĉ, for some ĉ ∈ R. Then f can be of
the forms

f− = c1 + yc2 − x
√

ĉ− c22

and

f+ = c1 + yc2 + x
√

ĉ− c22

for constant c1 and c2. But then fxx = fyy = fxy = 0 ⇒ we have a
contradiction to fxxfyy − f2

xy �= 0. Note that this is equivalent to the
second fundamental form being a 0 matrix.

Therefore, d is not a constant, andwe are in the case that they are reciprocals
of each other.

Case II: We have

[(1 + f2
y )(fxx) + (1 + f2

x)(fyy)]

[fxxfyy − f2
xy]

=
λ

d
,

GdL+ EdN

dLdN − d2M2
=

λ

d
,

d

d2
GL+ EN

LN −M2
=

λ

d
,

1

d

GL+ EN

LN −M2
=

λ

d
,

GL+ EN

LN −M2
= λ.

To continue, we will need a few definitions and propositions:

Definition 2 (Umbilical Points2 (p178)). We say that a point p is umbilical if

k1(p) = k2(p)

for principal curvatures k1, k2. □

Proposition 1 (Spheres are totally umbilic). Every point p on a sphere S is
umbilic.

The proof of which is immediate from a calculation which yields k1,2 = 1
ρ

where ρ is the radius of the sphere. Furthermore, spheres are the only totally
umbilic surfaces with non-zero curvatures. □

Proposition 2 (Diagonal Fundamental Forms2 (p201)). Let p be a point of a
surface S, and suppose that p is not an umbilic. Then, there is a surface patch
σ(u, v) of S containing p whose first and second fundamental forms are

Edu2 +Gdv2 and Ldu2 +Ndv2,

respectively, for some smooth functions E,G,L,N . □

Now assume that S is not totally umbilic; then, there exists a point p of S
for which locally the equation in case II becomes

GL+ EN

LN
=

G

N
+

E

L
= λ. (4)

Furthermore, by the same proposition we have that

F = 0,

fxfy = 0

which implies either fx = 0 or fy = 0 in a neighborhood of p. Without
loss of generality, let fy = 0, then N =

fyy

d
= 0, and from (4),

G

N
+

E

L
=

1

0
+

E

L

is undefined.

Therefore, forS satisfying themean Gauss relation there are no such points
p, and we have that S is totally umbilic. Since the sphere is the only surface
with non-zero curvatures and which is totally umbilic, we have that S must
be part of a sphere.

Thus we have proven the following Theorem 3:

Theorem 3 (Mean-Gauss Graphs). Let S = {(x, y, z) ∈ R3|z =
f(x, y)}, for a function f which is smooth and well defined, be the graph
of a function such that HS = λKS for λ ∈ R\{0} and such that
fxxfyy − f2

xy �= 0. Then, S is a part of or a whole sphere.

We note that for S to be the graph of a function and a whole sphere, we will
require more than one chart. ■

Volume 18 | Issue 1 | March 2023 Page 5



McGill Science Undergraduate Research Journal - msurj.com - msurjonline.mcgill.caPage A6 McGill Science Undergraduate Research Journal - msurj.com - msurjonline.mcgill.caPage A6

Surfaces of Revolution

Let C = (x(s), y(s)) be a regular smooth curve parameterized by arc
length, which generates a surface of revolution S in the following way:

S = {(x(s), y(s) cos(t), y(s) sin(t))}.

We call C the profile curve of S. For brevity going forward, we will omit s
when writing such that S = {(x, y cos(t), y sin(t)}.

We have first order partial derivatives

Ss = (x′, y′ cos(t), y′ sin(t)), St = (0,−y sin(t)), y cos(t)),

and second

Sss = (x′′, y′′ cos(t), y′′ sin(t)),
Sst = (0,−y′ sin(t), y′ cos(t)).

Stt = (0,−y cos(t)),−y sin(t)),

Then the first fundamental form of S has the components

E = ||Ss||2

= x′2 + y′2 cos(t)2 + y′2 sin(t)2

= x′2 + y′2(cos2(t) + sin2(t))

= x′2 + y′2

= ||C||2

= 1,

F = −y′y sin(t) cos(t) + yy′ sin(t) cos(t)
= 0,

G = ||St||2

= y2(sin2(t) + cos2(t))

= y2.

In matrix form,

I =

(
1 0
0 y2

)
.

In order to compute the second fundamental form, we start with the unit
normal:

n⃗ =
Ss × St

||Ss × ||St

=

[
x′ y′ cos(t) y′ sin(t)
0 −y sin(t) y cos(t)

]

d

=
[(y′y cos2(t) + y′y sin2(t)),−(x′y cos(t)), (−x′y sin(t))]

d

=
[y′y,−x′y cos(t),−x′y sin(t)]

[y′2y2 + x′2y2 cos2(t) + x′2y2 sin2(t)]
1
2

=
[y′y,−x′y cos(t),−x′y sin(t)]
y[y′2 + x′2(cos2(t) + sin2(t))]

1
2

=
[y′y,−x′y cos(t),−x′y sin(t)]

y

= (y′,−x′ cos(t),−x′ sin(t)).

Now the components of the second fundamental form are:

L = Sss · n⃗
= (x′′, y′′ cos(t), y′′ sin(t))(y′,−x′ cos(t),−x′ sin(t))

= x′′y′ − y′′x′ cos2(t)− y′′x′ sin2(t)

= x′′y′ − y′′x′,

M = sst · n⃗
= (0,−y′ sin(t), y′ cos(t))(y′,−x′ cos(t),−x′ sin(t))
= x′y′ sin(t) cos(t)− x′y′ sin(t) cos(t)
= 0,

N = Stt · n⃗
= (0,−y cos(t)),−y sin(t))(y′,−x′ cos(t),−x′ sin(t))

= yx′ cos2(t) + yx′ sin2(t)

= yx′,

giving the matrix form

II =

(
x′′y′ − y′′x′ 0

0 yx′

)
,

with mean and Gaussian curvature

HS =
1

2

GL− 2FM +NE

EG− F 2

=
1

2

y2(x′′y′ − y′′x′) + yx′

y2

=
1

2

y(x′′y′ − y′′x′) + x′

y
,

KS =
LN −M2

EG− F 2

=
(x′′y′ − y′′x′)yx′

y2

=
(x′′y′ − y′′x′)x′

y
.

Now putting it in the form of the relation (1), we get:

HS = λ′KS ,

y(x′′y′ − y′′x′) + x′

y
= λ

(x′′y′ − y′′x′)x′

y
,

y(x′′y′ − y′′x′) + x′ = λ(x′′y′ − y′′x′)x′,

y(x′′y′ − y′′x′) + x′ − λ(x′′y′ − y′′x′)x′ = 0,

(x′′y′ − y′′x′)(y − λx′) + x′ = 0.

Case I: (x′′y′ − y′′x′) = 0

Then x′ = 0 ⇒ x = c, for some constant c, and either S degenerates to a
single point or is a yz−plane passing through x = c.

Case II: (y − λx′) = 0

Then x′ = 0 ⇒ y = 0 and S is given by S = {(c, 0, 0)} a single point.

Case III: (x′′y′ − y′′x′)(y − λx′) = −x′

For case III, we take a different approach. Let (x′′y′ − y′′x′), (y − λx′),
and x′ be non-zero and recall we parameterizedC by arc length, so we have
x′2 + y′2 = 1 giving several relations. For the moment we are interested
in

x′2 + y′2 = 1 ⇒ 2x′x′′ + 2y′y′′ = 0,

x′′ =
−y′y′′

x′ .

Then from above, we recalculate the mean and Gaussian curvatures
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HS =
1

2

y(x′′y′ − y′′x′) + x′

y

=
1

2

y([−y′y′′

x′ ]y′ − y′′x′) + x′

y

=
1

2

(
−y′2y′′ − y′′x′2

x′ +
x′

y

)

=
1

2

(
−y′′

x′ (y′2 + x′2)− x′

y

)

=
1

2

(
x′

y
− y′′

x′

)
,

KS =
(x′′y′ − y′′x′)x′

y

=
x′([−y′y′′

x′ ]y′ − y′′x′)

y

=
−y′2y′′ − y′′x′2

y

=
−y′′(y′2 + x′2)

y

=
−y′′

y
,

giving the new relation

H = λ̂K,

1

2

(
x′

y
− y′′

x′

)
= λ̂

−y′′

y
,

(
x′

y
− y′′

x′

)
= λ

y′′

y
, λ = −2λ̂.

Now we once again refer to the parameterization by arc length which gives
that for x, y ∈ [0, 1] we have the expression x′ = ±

√
1− y′2. We keep in

mind the symmetry of surfaces of revolution and consider only the positive
case:

(√
1− y′2

y
− y′′

√
1− y′2

)
= λ

y′′

y
,

(
1− y′2 − yy′′

y
√

1− y′2

)(
y

y′′

)
= λ,

(
1− y′2 − yy′′

y′′
√

1− y′2

)
= λ,

(1− y′2 − yy′′) = λ(y′′
√

1− y′2).

From here, recall that our original profile curve was given by (x(s), y(s)),
a function of s. Make the substitution z = y′ = dy

ds
. This gives

y′′ =
dz

ds
=

dz

dy
· dy
ds

= z
dz

dy
.

Then,

(1− z2 − yz
dz

dy
) = λ(z

dz

dy

√
1− z2),

1− z2 = λz
dz

dy

√
1− z2 + yz

dz

dy
),

1− z2 =
dz

dy

(
λz

√
1− z2 + yz

)
,

dy

dz
=

λz√
1− z2

+
yz

(1− z2)
. (∗)

Equation (∗) is a non-homogeneous linear differential equation in y, so we
begin by solving the homogeneous case:

dy

dz
=

yz

(1− z2)
,

1

y
dy =

z

(1− z2)
dz,

ln(y) = −1

2
ln(1− z2) + C,

ln(y) = ln( 1√
1− z2

) + C,

eln(y) = e
ln( 1√

1−z2
)+C

,

eln(y) = e
ln( 1√

1−z2
)

eC ,

y =
D(z)√
1− z2

. (∗∗)

Then differentiating with respect to z gives us:

y′ =

D′[
√
1− z2]−D

[ −z√
1−z2

]

(1− z2)

=
D′

√
1− z2

+
Dz

(1− z2)
3
2

=
D′

√
1− z2

+
yz

(1− z2)
.

Returning to (∗), the non-homogeneous case, by plugging in our found ho-
mogeneous solution, we obtain

λz√
1− z2

+
yz

(1− z2)
=

D′
√
1− z2

+
yz

(1− z2)
,

λz = D′.

Therefore, D′ is a linear function giving

D = λ
z2

2
+R

where R is a constant. Then from (∗∗) and using λ = −2λ̂,

y =
−λ̂z2 +R√

1− z2

=
R− λ̂z2√
1− z2

.

Case IIIa: If λ̂ �= R, a computer algebra system3 (the process of which can
be seen in reference) gives the results:

c1 −
s√
2
=

∫ y(s)

1

1√
−
√

ξ2(−4ab+4b2+ξ2)+2ab−ξ2

b2

dξ,

c1 +
s√
2
=

∫ y(s)

1

1√
−
√

ζ2(−4ab+4b2+ζ2)+2ab−ζ2

b2

dζ,
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c1 −
s√
2
=

∫ y(s)

1

1√√
∂2(−4ab+4b2+ϑ2)+2ab−ϑ2

b2

dϑ,

c1 +
s√
2
=

∫ y(s)

1

1√√
φ2(−4ab+4b2+φ2)+2ab−φ2

b2

dφ.

At first glance, the linearity of the left hand side leads to a contradiction of
the assumption that we are in a non-trivial case; however, further research
into the implications of the solution are required.

For the this paper we will focus on the more immediate case:

Case IIIb: Now if λ̂ = R, we get:

y = λ̂
1− z2√
1− z2

= λ̂
√

1− z2,

y2 = λ̂2(1− z2)

= λ̂2 − λ̂2z2,

y2 − λ̂2 = −λ̂2z2,

λ̂2 − y2

λ̂2
= z2,

√
λ̂2 − y2

λ̂
= z,

1

λ̂
=

z√
λ̂2 − y2

.

Then, by definition we have z = y′, giving:
∫

1

λ̂
ds =

∫
y′

λ̂
√

1− ( y

λ̂
)2
ds,

s

λ̂
+ ϕ = arcsin( y

λ̂
).

Note that we used the substitution u = y

λ̂
to integrate. Finally, we get an

expression for the component function y(s):

y(s) = λ̂ sin( s
λ̂
+ ϕ).

We remark here that the constant ϕ represents a phase shift on the input
angle of our function. Now from the arc-length parameterization:

x′2 + y′2 = 1,

x′2 + (λ̂ cos( s
λ̂
+ ϕ)

1

λ̂
)2 = 1,

x′2 = 1− (cos( s
λ̂
+ ϕ))2,

x′ = ± sin( s
λ̂
+ ϕ),

x(s) = ∓λ̂ cos( s
λ̂
+ ϕ) + γ.

So x(s) takes the form of a general sinusoidal function; we have reflections
along the x-axis given by ∓, amplitude control via λ̂, phase shifts from ϕ,
and finally translations along x handled by γ.

So the profile curve C of S meeting the criteria is given by

C = (∓λ̂ cos( s
λ̂
+ ϕ) + γ, λ̂ sin( s

λ̂
+ ϕ)),

which is a circle centered on the x axis at x = γ of radius λ̂. Then the
surface of revolution S is

S = {∓λ̂ cos( s
λ̂
+ ϕ), λ̂ sin( s

λ̂
+ ϕ) cos(t), λ̂ sin( s

λ̂
+ ϕ) sin(t))},

which is a sphere of radius λ̂, centered at (γ, 0, 0).

A fascinating result is that depending on our definition of the domain of s,
namely if |Dom(s)| < |2λ̂π| where | · | represents the standard Lebesgue
measure, we obtain part of a sphere which still meets the criteria. So we can
extend our hypothesis to include:

If H = λK for a surface S as above and non-zero λ, then S is part of a
sphere.

Which gives a solid basis for the following conjecture:

Conjecture 1 (Mean-Gauss Surfaces of Revolution). Given C =
(x(s), y(s)), a complete smooth curve parameterized by arc length, which
generates a surface of revolution S in the following way:

S = {(x(s), y(s) cos(t), y(s) sin(t))}

for which we haveHS = λKS for λ ∈ R\{0} andKS �= 0 globally.

Then S is a sphere, or part of a sphere with profile curve:

x(s) = ∓λ̂ cos( s
λ̂
+ ϕ) + γ,

y(s) = λ̂ sin( s
λ̂
+ ϕ). □

An important remark is that if we were instead to chose to rotate about the
y axis, we would obtain a similar result but having instead:

y(s) = ∓λ̂ cos( s
λ̂
+ ϕ) + γ,

x(s) = λ̂ sin( s
λ̂
+ ϕ).

And since the phase shift can be chosen as required to fit our initial condi-
tions we can put the equations in standard form for R2 namely:

y(s) = ∓λ̂ sin( s
λ̂
+ ϕ′) + γ,

x(s) = λ̂ cos( s
λ̂
+ ϕ′).

Surfaces of Constant Curvature

For surfaces of constant curvature, there are three possible cases. One and
two are relatively uninteresting in our context, but they will be briefly cov-
ered.

i) Constant mean curvature surfaces
ii) Constant Gaussian curvature surfaces
iii) Both mean and Gaussian curvatures are constant

Case I: Constant Mean Curvature

If H = 0, then we have the trivial case of a plane or a minimal surface
Page 8 McGill Science Undergraduate Research Journal - msurj.com - msurjonline.mcgill.ca
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(a) Gaussian Curvature (b)Mean Curvature

Figure 4. Enneper’s Minimal Surface coloured according to curvature.

which is satisfied by λ = 0. As previously mentioned, it is excluded from
the general case of our relation.

And if H = γ for some γ ∈ R, butK = f(x) is non constant for x ∈ R3,
then there is clearly no λ constant which will satisfy

γ = λf(x)

for every x on the surface. ■

Case II: Constant Gaussian Curvature

In this case, if K = 0 then our relation is not satisfied for any λ ∈ R, as
discussed in Trivial Cases.

And as in Case I, if H = f(x) and K = γ then

f(x) = λγ

has no solutions which hold for every x on the surface. ■

Case III: Constant Mean and Gaussian Curvature

To handle case III, we need a theorem and its corollary from Montiel and
Ros4.

Theorem 4 (Classification of Surfaces with Parallel Second Fundamental
Form). An orientable surface whose principal curvatures are constant, or
equivalently, whose Gauss and mean curvatures are constant, is necessarily
an open subset of a plane, a sphere, or of a right circular cylinder. □

Corollary 1. The only connected surfaces closed as subsets ofR3 having con-
stant principal curvatures are planes, sphere and right circular cylinders. □

From the above corollary, we need only consider the 3 surfaces. If we have a
right circular cylinder we are in the case thatK = 0 and the relation is not
satisfied. The plane is once again the trivial case, leaving us with the sphere
which we have shown satisfies our relation.

Thus we have proven the following Theorem 5:

Theorem 5 (Mean-Gauss Surface of Constant Curvature). The only ori-
entable surfaces of constant curvature (mean or Gaussian) which satisfies
H = λK non-trivially are spheres. ■

Mean-Gauss Theorems

Collected Relation Theorems

For ease of reference, find the collected theorems from the previous sections
below.

Spheres

For any n-sphere S of radius ρ, the Mean-Gauss relation

HS = λKS

is satisfied by λ = ρn−1. ■

Graphs

Let S = {(x, y, z) ∈ R3|z = f(x, y)}, for a function f which is smooth
and well defined, be the graph of a function such that HS = λKS for λ ∈
R\{0} and such that fxxfyy − f2

xy �= 0. Then S is a part of or a whole

(a) Gaussian Curvature (b)Mean Curvature

Figure 5. Pseudo-Sphere hasKS = −1 globally.
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sphere. ■

Surfaces of Revolution (Conjecture)

Given C = (x(s), y(s)), a complete smooth curve parameterized by arc
length, which generates a surface of revolution S in the following way:

S = {(x(s), y(s) cos(t), y(s) sin(t))}

for which we haveHS = λKS for λ ∈ R\{0} andKS �= 0 globally.

Then

x(s) = ∓λ̂ cos( s
λ̂
+ ϕ) + γ,

y(s) = λ̂ sin( s
λ̂
+ ϕ),

and S is a sphere, or part of a sphere. □

Surfaces of Constant Curvature

The only orientable surfaces of constant curvature (mean or Gaussian) which
satisfiesH = λK non-trivially are spheres. ■

We also state a version of the Implicit function theorem from Lang5 which
refers to it as “The Implicit Mapping Theorem.” Note that some of the state-
ments of the theorem in our version have been made more specific as Serge
Lang is dealing with general Banach spaces.
Theorem 6 (Implicit Function Theorem). Let f : Rm+n → Rm where
(x, y) �→ f(x, y) be a continuously differentiable function. Then for a fixed
point (a, b) ∈ Rm+n with f(a, b) = 0, if the Jacobian matrix

Jf,y(a, b) =




∂f1
∂y1

(a, b) . . . ∂f1
∂ym

(a, b)
...

. . .
...

∂fm
∂y1

(a, b) . . . ∂fm
∂yn

(a, b)




is invertible, then there exists an open set U ⊂ Rn containing (a) such that
there exists a unique continuously differentiable function g : U → Rm for
which g(a) = b and f(x, g(x)) = 0 for all x ∈ U . □

In essence, the implicit function theorem tells us that for any surface S,
there exist points pi for which in a neighborhood of the image of pi we can
describe the surfaces as the graph of a function.
Theorem7 (WeakMean-GaussTheorem). Theonly embedded smooth non-
developable surfaces S ⊂ R3 containing at least one point (a, b) satisfying
the conditionJf,y(a, b) is invertible, andwhich globally satisfiesHS = λKS

where λ ∈ R are part of or a complete sphere.

Proof. Theproof by contradiction is immediate from the relation for graphs
of functions (Theorem 3) and the implicit function theorem.

Let S be a surface as described and not part of a sphere, then locally there
would be a patch forwhich the surfacewrites as the graph of functionwhich
is not locally spherical, hence it fails the relation. ■

Conjecture 2 (Strong Mean-Gauss Conjecture). The only smooth non-
developable surfaces S ⊂ R3 satisfying the Mean-Gauss relation HS =
λKS for λ ∈ R are part of or a whole sphere. □

While the proven theorems in this paper point towards the strong conjec-
ture holding, more research is needed in order to prove it concretely, and

even further work needs to be done in order to prove an n dimensional
version of the theorems.

Another interesting question is that if we relax the global requirement for
smoothness, what types of surfaces can we build which satisfy the relation?

One simple example is if we have two spheres of equal radii, we can take
two parts and glue them together. Then the relation is satisfied everywhere
but along the glued boundary where the classical notion of curvature fails
to exist.
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Rho GTPase Regulatory Proteins Contribute 
to Podocyte Morphology and Function

Emily Foxman1, Sajida Ibrahim2, and Tomoko Takano2,3

Abstract

Podocytes are a critical cellular component of the glomerular filtration barrier, whose strict permselectiv-
ity prohibits the passage of large proteins and charged species into the urine. Phenotypic variability or 
injury of these highly specialized cells can lead to proteinuria and has been linked with altered activity of 
Rho GTPases, which are strongly associated with the actin cytoskeleton. Notable regulators of these in-
tracellular molecular switches are called guanine nucleotide exchange factors (GEFs), GTPase-activating 
proteins (GAPs), and guanine nucleotide dissociation inhibitors (GDIs). In this study, the roles of several 
GEFs in podocyte morphology and activity were investigated, including ECT2, ARHGEF2, ARHGEF26, and 
ARHGEF40. Results from RhoA and Rac1 G-LISA Activation Assays indicated that the absence of ARHGEF40 
impairs epidermal growth factor (EGF)-stimulated RhoA and Rac1 activation, whereas knockout of ARHGEF2 
and ARHGEF26 may selectively diminish RhoA activation. Furthermore, filopodia formation was hindered 
for the ARHGEF40 knockout. There are a number of additional investigations underway to understand Rho 
GTPase regulatory proteins, including the elimination of new sets of GEFs and GAPs in vivo. It is hopeful that 
these studies can provide insights into potential novel therapeutic strategies for proteinuria.

Introduction

Proteinuria is a commonly recognized manifestation and possible contrib-
utor to renal disease. This phenomenon, the leakage of proteins into the 
urine, is a result of kidney dysfunction in the glomerulus. The glomerulus 
is responsible for the filtration of blood and is composed of a network of 
capillaries contained within a structure called the Bowman’s capsule, sur-
rounded by a three-layered glomerular filtration barrier. After exiting the 
capillary endothelium, the filtrate passes through the glomerular endothe-
lium, basement membrane, and the filtration slits established by podocytes 
and various proteins1. These layers prevent the passage of high molecular 
weight and negatively charged species into the urinary space. The origin 
of proteinuria can be described as the loss of selective permeability of the 
glomerular filtration barrier to plasma proteins in the kidney2.

Podocytes are an essential component of the glomerular filtration barrier. 
They are highly differentiated epithelial cells with a polarized organization 
consisting of a cell body and a series of extensions called foot processes3. 
The basal side is fused to the glomerular basement membrane and the foot 
processes of neighbouring podocytes form an interdigitating structure 
called the slit diaphragm. This specialized cell-cell contact point contrib-
utes to the size selectivity of the glomerular filtration barrier4. Phenotypic 
variability or injury of podocytes can result in alterations of the slit dia-
phragm framework and ultimately the disruption of the filtration barrier. 
Consequently, the loss of permselectivity allows the transglomerular leak-
age of proteins into the urine.

The specialized cellular morphology of podocytes is reliant on an exten-
sive actin cytoskeletal architecture. Foot processes contain a cortical net-
work of actin filaments and bundles which provide mechanical support, 
shape, and a foundation for cell motility5. An undesirable reorganization 
of the actin cytoskeleton leads to foot process effacement, characterized 
by a simplification of the interdigitation pattern and detachment from the 
glomerular basement membrane6. Since the integrity of the slit diaphragm 
and glomerular filtration barrier is largely dependent on foot process 
configuration, the regulation of the podocyte actin skeleton is crucial for 
maintaining kidney function. 

The Rho family of small GTPases have been established as skillful regula-
tors of the actin cytoskeleton and are therefore relevant in the understand-
ing of podocyte dysfunction and proteinuria. They are a subdivision of the 
Ras superfamily of small GTPases and exist as molecular switches, binding 
to various effectors and regulating downstream signalling pathways. Rho 
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GTPases alternate between two distinct conformational states: an active 
GTP-bound state, during which they recognize target proteins and gener-
ate dynamic responses, and an inactive GDP-bound state. While the con-
version between conformations involves a simple hydrolysis reaction, the 
activity of Rho GTPases is carefully regulated for homeostatic signalling 
cascades. There are three classes of proteins that regulate the activity of 
Rho GTPases. Guanine nucleotide exchange factors (GEFs) activate Rho 
GTPases by promoting the dissociation of bound GDP and facilitating the 
binding of GTP. Conversely, GTPase-activator proteins (GAPs) inactivate 
Rho GTPases by increasing their intrinsic activity, causing them to return 
to ‘off ’ states after interacting with effectors. Guanine nucleotide dissoci-
ation inhibitors (GDIs) sequester the inactive GDP-bound Rho GTPases, 
preventing the exchange for GTP7. While there are only 20 members of 
the Rho GTPase family8, the human genome encodes over 80 GEFs and 
over 60 GAPs9,20.

Three prototypical Rho GTPases are RhoA, Rac1, and Cdc42, all of which 
likely play a role in the regulation of the actin skeleton, and consequently 
podocyte morphology. In particular, RhoA is implicated in the production 
of stress fibers, a contractile actomyosin structure of the cytoskeleton12. 
Rac1 is responsible for lamellipodia formation and extension, which are 
protrusions at the leading edge of migrating cells driven by a network of 
polymerizing actin filaments11. Finally, Cdc42 is known to contribute to 
the development of finger-like projections called filopodia, which emerge 
from lamellipodia. These also contain bundles of actin and may act as sen-
sory probes during cell migration10.

Past experimentation established the foundation of a protein-protein in-
teraction network for Rho GTPases and their aforementioned regulatory 
proteins in podocytes. A proximity-based biotinylation assay (BioID) us-
ing baits of RhoA, Cdc42, and Rac1 coupled with proteomic analysis iden-
tified 20 GEFs as players in the Rho GTPase environment (Figure 1). From 
this preliminary interactome, four GEFs were chosen to further investigate 
the role of Rho GTPase regulatory proteins in cytoskeletal dynamics and 
podocyte biology: ECT2, ARHGEF2, ARHGEF26, and ARHGEF40.

Epithelial cell-transforming sequence 2 (ECT2) acts as a specific regulator 
of RhoA in podocytes. Past studies have implicated this gene in the pro-
liferation and invasion of non-small cell lung cancer tumours13, as well 
as the progression of gastric carcinogenesis14. Furthermore, gene analyses 
of two nephrotic syndrome patients suggest that a non-functioning ECT2 
gene may lead to renal tubulointerstitial injury and eventual glomerular 
sclerosis15.
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ARHGEF2, similarly to ECT2, interacts with RhoA. It has been reported 
that, in Madin-Darby canine kidney (MDCKII) cells, ARHGEF2 overex-
pression promotes the activation of RhoA and induces the formation of 
stress fibers as well as focal adhesions, leading to a slow rate of wound 
healing16. Similarly, in HeLa cells, upregulation of GEF-H1 (encoded by 
the ARHGEF2 gene) resulted in increased actomyosin contractility, in-
creased cell adhesion, and decreased cell migration, due to downstream 
pathways involving RhoA17.

ARHGEF26 is an extensive regulator of Rho GTPases, shown through 
the BioID analysis to interact with RhoA, Cdc42, and Rac1 in podocytes. 
However, the contribution of ARHGEF26 in cytoskeletal dynamics has not 
yet been defined. A study has shown that decreased levels of ARHGEF26 
lead to increased invadopodia formation in cancer cells18. Resembling 
filopodia and lamellipodia, invadopodia are actin-rich membrane protru-
sion structures that participate in the degradation of extracellular matrix 
during metastatic cancer. ARHGEF40, also known as Solo, is of particular 
interest due to its association with Cdc42. While this affiliation is not char-
acterized in podocytes, reports have described that ARHGEF40 knock-
downs accelerate the migration of collective MDCK cells with visible fin-
ger-like projections19. Furthermore, ARHGEF40-depleted cells showed 
the absence and thinning of stress fibers20. In this study, light microscopy, 
G-LISA Small GTPase Activation Assays, and actin assembly assays were 
used to investigate the functional interactions of these regulators (AR-
HGEF2, ARHGEF26, ARHGEF40, ECT2) at the cellular and molecular 
level. These findings are pertinent in the elucidation of the mechanisms 
of podocyte injury and proteinuric renal disease, so may prove to be po-
tential therapeutic targets.

Methods

Cell Culture and Transfection

All procedures using cell lines were performed using immortalized hu-
man podocytes. Conditions of culture include maintenance at 33 °C with 
5% CO2 in RPMI1640 medium containing 10% FBS and 1% penicillin/
streptomycin (PS). Cell lines were transfected at a density of 350k cells per 
well in 6-well tissue culture plates. Using the backbone vector PX-459-V2 

encoding the Cas9 protein, a cloned sgRNA sequence, and the Lipofect-
amine 3000 Reagent (ThermoFisher), a CRISPR sequence targeted for the 
knockout (KO) of each GEF was integrated. Furthermore, the plasmid 
contained a puromycin resistance gene as a selective marker. Following an 
incubation period (~18 hours) with the transfection reagents, cells were 
provided with antibiotic-free medium, then subjected to puromycin (2 μg/
mL) treatment for 48 hours. After returning to normal RPMI-supplement-
ed media, cells were kept under 33 °C incubation until confluent.

CRISPR/Cas9 Knockout System

The CRISPR-Cas9 system is reliant on two major components: a guide 
RNA sequence (Table 1) and a CRISPR-associated nuclease (Cas9). For 
the GEF KO cell lines, a single guide CRISPR strategy was implemented, 
in which the complementary sequence to the target DNA and the tracrR-
NA (important for target recognition) are fused together. This allowed 
the CRISPR/Cas9 system to generate inactivating mutations in the pro-
tein-coding genes by creating frameshift insertion-deletions (indels) in 
exonic sequences. Notably, an additional scrambled sequence was created 
that does not recognize the human genome, so the Cas9 protein would not 
perform an incision/excision.

The validation of CRISPR/Cas9 editing was accomplished using Tracking 
of Indels by Decomposition (TIDE) analyses, which were preceded by 
genomic DNA (gDNA) extraction of KO cell lines and polymerase chain 
reaction (PCR) to amplify the targeted region. The demonstration of the 
presence of an indel mutation at the guide RNA cut side is sufficient evi-
dence for the gene knockout21.

Human podocyte GEF KO cell lines were maintained in 6 cm tissue cul-
ture plates and allowed to reach full confluency before trypsinization and 
preparation for gDNA extraction. The extraction was performed accord-
ing to the Qiagen Genomic DNA Handbook and the Qiagen Blood & Cell 
Culture DNA Kit. PCR primers (Table 2) were designed to amplify a 400 
to 700 base-pair region around the target cut site. The genomic DNA was 
amplified using the Q5 High-Fidelity PCR Kit (New England Biolabs: 
Product No. M0491S) according to the manufacturer’s instructions. The 
amplified DNA for each GEF KO cell line, grouped with a scrambled sam-
ple, was sent for conventional Sanger sequencing by Genome Québec. The 
resulting chromatograms were input into the TIDE Analysis software22. 
Comparing the scrambled DNA and potential knockout DNA produced 
information about the quality of sequence data, verification of the expect-
ed cut site, relative abundance of aberrant nucleotides over the sequence 
trace, and overall gene editing efficiency.

Rho GTPase Activity Assay (G-LISA)

The intracellular amounts of Rac1-GTP and RhoA-GTP (active forms) in 
each GEF KO human podocyte cell line were determined using the G-pro
tein linked immunosorbent assay (G-LISA) (Cytoskeleton Inc.). Kit and 
lysate preparation were performed per the manufacturer’s protocol.

Figure 1. A protein-protein interaction network for Rho GTPases in podocytes. Each reg-
ulatory protein (GEF) is shown to affiliate with at least one Rho GTPase. Eight are specific 
for RhoA, four are specific for Rac1, and two are specific for Cdc42. The scaled WD-score 

indicates the confidence of the interaction. Unpublished data from Takano Lab.

Table 1. sgRNA sequences used in conjunction with the CRISPR-Cas9 system to achieve 
gene knockouts of four different GEFs in human podocytes.
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Cell Morphology Assessment

A basal cell morphology assessment was completed using fluorescence 
staining and confocal microscopy. The condition groups included ECT2 

KO, ARHGEF2 KO, ARHGEF26 KO, ARHGEF40 KO, and scrambled. 
Coverslips were prepared in a 12-well plate. All steps were performed at 
room temperature unless otherwise stated. Wells were filled with ethanol 
for 10 minutes, washed with PBS, and exposed to a 1/200 dilution of col-
lagen type I (Sigma) in PBS for 1 hour at 37 °C. A final wash with PBS was 
performed before adding 1 mL of RPMI and 60k human podocyte cells 
from a pre-existing culture line. Podocytes were serum-starved in RPMI 
containing 1% FBS for 18 hours before experimentation.

To achieve a fixed cell-staining environment, each well containing cells 
and a coverslip were washed with PBS, then 500 μL of a 4% paraformal-
dehyde (PFA) in PBS solution was added for 15 minutes. After washing 
once again with PBS, permeabilization was accomplished by exposing the 
wells to 500 μL of a 0.5% triton (Sigma-Aldrich) in PBS solution for 5 min-
utes.  Two dyes were used to visualize the target structures of podocytes: 
PromoFluor-488-Phalloidin (PromoKine, Cedarlane) in a 1/100 dilution 
and DAPI (ThermoFisher) in a 1/1000 dilution. The former detects po-
lymerized actin in the cytoskeleton and the latter stains nuclei. The wells 
were simultaneously incubated with phalloidin and DAPI for 20 minutes. 
Finally, the coverslips were mounted on a slide using Aqua Mount (Epre-
dia, ThermoFisher) and kept at 4 °C until microscopy was performed on a 
Zeiss LSM780 Laser Scanning Confocal Microscope at 20x magnification.

Micrographs were analyzed on ImageJ using only the phalloidin overlay. 
Individual podocytes were identified and the relevant metrics of inquiry 
included cell area, cell perimeter, cell aspect ratio, and integrated density. 
The aspect ratio was calculated as a fraction of the minor axis (shortest 
distance between cell boundaries crossing the center) to the major axis 
(longest distance between cell boundaries).

Filopodia Assay

In a 12-well plate, 75k cells were plated for each human podocyte GEF KO 
cohort and treated with epidermal growth factor (EGF) at a concentration 
of 100 ng/mL in order to stimulate Rho GTPase activity. These wells con-
tained a modified liquid medium: RPMI1640 with 1% FBS. The plate was 
placed in a 37 °C incubator, which promotes cell differentiation, and snap-
shots were taken using the IncuCyte S3 (Essen Bioscience) instrument and 
software every 2 hours over a 24-hour period.

Analysis of filopodia involved the manual counting of characteristic sharp 
and thin projections from podocytes, followed by normalization to cell 
confluency. Photographs from the 10-hour time point were chosen, as 
EGF stimulation was in effect, but not the sole player in filopodia forma-
tion. Rather, phenotypic variability in cell shape and the degree of Rho 
GTPase responses to stimulation would be more potent contributors. For 
each well containing either a GEF KO, scrambled, or parental cohort, six-
teen snapshots were analyzed to ensure precision. 

Results

Knockout Validation

TIDE determined the indel spectrum plot for each treated pool, which 
explains the composite sequence trace in the sample in comparison to the 
control (scrambled). Furthermore, TIDE provided an aberrant sequence 
signal plot, depicting the percentage of irregularity along the sequence 
trace of the control and experimental samples. As shown in Figure 2, the 
CRISPR/Cas9 system generated a considerable amount of indels in each 
GEF group, indicating a high degree of gene disruption and knockout ef-
ficiency.

Rho GPTase Activity

The G-LISA colorimetric assays provided variable evidence for the effects 
of Rho GTPase GEFs on stimulation from EGF (Figure 3). As a baseline 
control, the parental podocyte cell line showed an approximate 27% in-
crease in activated RhoA (GTP-RhoA) and an approximate 37% increase 

Table 2. PCR Primers designed for each GEF genomic sequence targeted by sgRNA.
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in activated Rac1 after treatment with EGF. In the ECT2 KO, there was 
an ~20% increase in GTP-RhoA and ~53% increase in GTP-Rac1 follow-
ing EGF treatment. Under the same conditions, ARHGEF2 KO tended to 
increase to a similar degree in GTP-Rac1 (~27%); however, a difference 
in GTP-RhoA was not apparent after treatment. A similar tendency was 
observed for the ARHGEF26 KO; a ~19% increase in GTP-Rac1, but no 

change in GTP-RhoA. Finally, the ARHGEF40 KO1 group showed neither 
an increase nor decrease of GTP-RhoA or GTP-Rac1 following EGF treat-
ment. This suggests that the absence of ARHGEF40 impairs EGF-stim-
ulated RhoA and Rac1 activation, whereas knockout of ARHGEF2 and 
ARHGEF26 may selectively impair RhoA activation.

Effect of Knockout on Cell Morphology

For basal morphological analysis using fluorescence staining, phalloidin 
was employed to measure cell area, perimeter, and to label actin filaments 
in podocytes. DAPI served to confirm the viability of nuclei and cell life 
(Figure 4). There was no significant effect of the knockout GEFs on cell 

surface area or cell aspect ratio (shape elongation) in human podocytes. 
However, an ARHGEF2 knockout resulted in a decrease in intensity of 
phalloidin staining, as shown in Figure 5. This indicates a decreased pres-
ence of actin filaments and provides more evidence that ARHGEF2 plays 
a role in the development and maintenance of the actin skeleton via RhoA 
activation.

Figure 2. TIDE Analyses for each GEF knockout in human podocytes. The indel spectrum indicates the type of insertion/deletion 
and efficiency of gene editing. The aberrant sequence signal plot describes the amount of deviation in the genome sequence of 

knockout pools to the scrambled, unedited pool.
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The filopodia assay indicated that an ARHGEF40 knockout impairs filo-
podia formation in human podocytes. As shown in Figure 6, the number 
of cellular projections detected, when normalized to cell confluence, was 
decreased by approximately 40%. Such an effect indicates that ARHGEF40 
may be a facilitator of cell migration and sensory activities. This result was 
not observed for any other knockout (ECT2, ARHGEF2, ARHGEF26).

Discussion

While it is well-known that Rho GTPase proteins play a critical role in the 
maintenance of the actin cellular framework and podocyte function, the 
underlying mechanisms of their regulatory proteins’ behaviour have yet to 
be fully understood. This is likely due to the complex interaction networks 
that comprise cytoskeletal dynamics and the difficulty in targeting distinct 
signalling pathways. In this study, an attempt was made at deciphering the 
ways in which four guanine nucleotide exchange factors of Rho GTPases

Table 3.TIDE determined the percentage of sequences in each transfected podocyte 
condition that carried an indel. A high degree of efficiency indicates the success of 

gene disruption (knockout) for the Rho GTPase GEF.

Figure 3.G-LISA experiments measure the activation of specific Rho GTPases using a colorimet-
ric assay. When cells are treated with EGF, an increase in Rho GTPase activity is expected. The 
effects of GEF knockouts with respect to this activation rate are depicted as the percentage 

change to non-treated cells. Note that n=1 and each set of points represent duplicates. (A) The 
activity of RhoA in a parental human podocyte line, compared to podocytes with knockouts of 
each GEF (ECT2, ARHGEF2, ARHGEF26, ARHGEF40). Cells treated with EGF help to decipher the 

inhibition or facilitation of each GEF in Rho GTPase activation. (B) The activity of Rac1 in each of 
the same knockout and treatment groups.

Figure 4. Representative images of the fluorescence staining for DAPI (blue) and Phalloi-
din (green) in human podocytes.

Figure5. Morphological analyses of human podocytes for GEF knockouts from fluores-
cence staining, n>20 for each group. (A) Cell surface area showed no significant change 
between cohorts. (B) Fit ellipse showed no significant differences. (C) Density of phal-

loidin staining normalized to cell surface area. A noticeable decrease was present in the 
ARHGEF2 KO2 group, compared to the scrambled control. 
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(ECT2, ARHGEF2, ARHGEF26, and ARHGEF40) affect podocyte biolo-
gy. Such information could provide valuable insights on the progression 
of foot process effacement, glomerular filtration barrier dysfunction, and 
proteinuria.

The G-LISA experiments provided preliminary clues into how GEFs allow 
Rho GTPases to be stimulated and activated by EGF. While a tendency to 
maintain activation with EGF treatment was detected for most GEF KO 
pools, the reliability of these results are limited by the lack of substantial 
sample sizes. Knockout of each GEF appears to have an impact on distinct 
Rho GTPases in duplicates; however, further experimentation will be per-
formed to confirm the results.

The morphological analysis using fluorescence staining did not administer 
conclusive evidence of the role of particular GEFs on podocyte architec-
ture. With no visible changes in cell surface area and shape (elongation), 
it is possible that there are more potent contributors to these features of 
podocytes than the Rho GTPase regulatory proteins. Furthermore, there 
may be multifactorial cooperation between complexes that contribute to 
podocyte appearance. However, since this was an elementary basal pheno-
type screening, the logical next step is to ascertain any morphological dif-
ferences in these knockout groups following stimulation with a substance 
such as EGF.

The decrease in integrated density of phalloidin staining in the ARHGEF2 
knockout cohort is an intriguing outcome. As previously mentioned, phal-
loidin detects actin filaments/stress fibers in the cytoskeleton. Since it was 
established that RhoA participates in the formation of stress fibers, and 
ARHGEF2 is a regulator of RhoA, it is sensible that the absence of ARH-
GEF2 would alter the architecture of these thread-like structures within 
podocytes. To validate this outcome, the cell morphology assessment in-
vestigations are being repeated on differentiated podocytes. This will pro-
vide further insight the true in vivo phenotypic state of these cells.

The filopodia assay produced robust evidence for the role of ARHGEF40 
in cell migration and sensory performance. It is expected that the absence 
of ARHGEF40 would lead to decreased activation of Cdc42, consequently 
impairing the formation of filopodia. This was confirmed by a significant 
40% decrease in the number of fibers projecting from podocytes after 
stimulation by EGF. This phenomenon suggests that ARHGEF40 affects 
the actin cytoskeleton via interactions with Rho GTPases (Cdc42), and its 

elimination from the kidney could generate considerable functional mod-
ifications.

One unforeseen complication arose in the TIDE analysis of ARHGEF40. 
The software gave an alert indicating there was no good alignment found 
between the control (scrambled) and test (ARHGEF40 KO) samples. This 
means that the alignment window may have been too small or the se-
quence read was of poor quality and could negatively skew the TIDE esti-
mation. To ameliorate this, the left boundary of the alignment window was 
set 10 base pairs lower. In doing so, the control and test samples appeared 
better aligned and the TIDE analysis continued. To ensure accuracy of 
these results, the protocols for gDNA extraction, PCR, and sequencing 
could be repeated.

As previously mentioned, there is much work to be done to understand 
the mechanisms of Rho GTPase regulatory proteins. The potential future 
directions of these studies are manifold and are a significant undertaking. 
Firstly, a large portion of the Rho GTPase interactome discovered in podo-
cytes has yet to be analyzed in this manner. Fortunately, the same methods 
of gene knockouts and analyses for ~20 other GEFs, as well as some GAPs, 
are in progress.

Secondly, it may be advantageous to explore other functional assays in-
volved in actin dynamics. They may provide additional insights into the 
alterations in cell behaviour induced by the absence of regulatory proteins. 
Finally, on a broader scale, the investigation of renal phenotypes in sys-
temic or conditional gene knockout mice could produce compelling evi-
dence for the role of these proteins.

Conclusion

Collectively, the present study attempts to provide further rationale for 
the relevance of Rho GTPase regulatory proteins in podocyte architec-
ture and function. In this way, an understanding of the mechanisms of the 
glomerular filtration barrier and its associated pathological variations are 
improved. Together with previous work into the Rho GTPase interactome 
in podocytes, there is clearly much to be determined about such crosstalk 
and signalling. Further experimentation should reveal concrete evidence 
for the impact of GEFs and GAPs on actin cytoskeletal dynamics, cell mi-
gration, and Rho GTPase activity. There are also expanding opportunities 
using these Rho GTPase regulatory proteins for the identification and de-
velopment of novel therapeutic agents against proteinuria.
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Comparison of Small Molecule-Responsive 
RNA Aptazymes for Applications in Gene 
Control

Janeva Shahi1, Maureen McKeague1,2

Abstract

Modelling how genes act in both space and time is critical to understand animal development, which can 
potentially drive intervention in gene expression. Gene regulation is examined using many techniques; 
however, challenges such as cell delivery, invasiveness, toxicity, and efficacy limit our ability to fully probe 
gene networks. Recent advances have led to the development of tunable, titratable, and reversible tools 
that can be genetically-encoded into animal model systems to modulate genes with temporal and spatial 
control. This study compares such tools, testing several aptazyme-based switches that can be expressed 
inside cells and controlled through the addition of non-toxic small molecules. Three switches responsive 
to different small molecules were compared for switching activity in mammalian cells. The most efficient 
switches in terms of activity gauged by their modulation of gene expression were then further assayed. 
Finally, the specificity of the hypoxanthine switch was tested based on chemical structure and classification. 
The comparisons revealed the importance of both timing and small molecule concentrations on switch 
activity, while the specificity testing demonstrated switch activity inside the cell correlated to the aptam-
er binding properties that were measured biochemically. This work demonstrates the suitability of apta-
zyme-based switches for application in diverse genetic environments, and in controlling and studying gene 
networks in animals. 

Introduction

Measuring how genes act in both space and time is critical to understand 
animal developmental processes. Strategies such as gene knockouts1, 
CRISPR mutations2, tissue-specific promoters3, and inducible and tran-
scriptional activators4 have been developed to allow for temporal regu-
lation of gene expression. However, these tools are often limited by their 
delivery into cells, or do not result in long-term function1,2,3,4. Additionally, 
many of these strategies cannot be easily regulated, thus limiting their use 
to later developmental timepoints in animal studies. To address these lim-
itations, we are testing nucleic acid tools known as RNA aptazymes that 
can be genetically-encoded into cells and organisms to control expression 
of a specific gene at any desired timepoint in any specific tissue. 

Aptazyme switches precisely regulate the expression level of a desired gene 
through the activity of a natural self-cleaving ribozyme, which in our case 
is a hammerhead ribozyme isolated from the satellite tobacco ringspot vi-
rus (sTRSV)5.  Ribozymes are catalytic RNA that, when placed in the 3’ 
untranslated region (UTR) of a gene, are capable of cleaving and desta-
bilizing mRNAs by removing the poly A tail, ultimately preventing pro-
tein translation6,7,8. To produce an RNA switch, the ribozyme is coupled 
to an aptamer9. Aptamers are synthetic oligonucleotides of DNA or RNA 
molecules that can tightly bind to a specific target molecule and change 
conformation10. Specifically, RNA aptamers upon conformational change 
can be incorporated into RNA aptazymes where target binding induces to 
destabilization of ribozyme activity6,7,9,10. These aptamer molecules can be 
effective in improving control of gene expression due to their high speci-
ficity, high affinity, and relatively small size10. In the switch system, when 
the aptamer’s target molecule binds, it blocks ribozyme activity by inter-
fering with the tertiary loop interactions required for ribozyme self-cleav-
age (Figure 1). More specifically, in an “ON” aptazyme switch, binding 
of the ligand to the aptamer prevents ribozyme cleavage, thus permitting 
translation – so the gene turns ‘ON’ in the presence of the molecule. Con-
versely, in the absence of the molecular input, the activity of the ribozyme 
results in mRNA degradation and the suppression of gene expression.  
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Figure 1. Aptazyme switch for gene expression control. The figure shows 
that RNA switches can control gene translation via mRNA degradation. 
In this study particularly, an “ON” aptazyme-based switch is applied. The 
full-length ribozyme has self-cleaving activity mediated by tertiary loop 
interactions at its catalytic core which leaves mRNA susceptible to deg-
radation and preventing protein translation. Binding of the target to the 
aptamer inactivates the ribozyme catalytic activity, allowing for protein 

production. GOI = gene of interest

The goal of this work is to develop and test aptazyme-based switches within 
a genetic construct that can easily be ported into animal models.  To date, 
RNA aptazymes have been tested in yeast and mammalian cells9,11,12,13,14. 
We hypothesize that RNA aptazymes will be useful tools in animals due to 
1) the compact RNA-based composition avoids the use of immunogenic
protein components10; 2) there is no molecular dependence of species-spe-
cific transcription factors ideally making them applicable to a wide range
of animal species10,12, and 3) the fast and direct action of the switches can
allow for concise gene pathways to be tested13,14.
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Here, we examine the function of three small-molecule responsive apta-
zyme switches in a plasmid system in a common mammalian cell model. 
Two of the switches that demonstrated turn-on activity in the presence of 
their respective target molecules, hypoxanthine and folinic acid, were then 
tested with pre-treatment of increasing concentrations of small molecule 
under a range of incubation times post-transfection. Finally, the specificity 
of the hypoxanthine switch was tested by challenging the switch with sim-
ilar purine molecules, adenine and guanine. This work demonstrates the 
portability of the switches in different genetic contexts and highlights the 
potential for applying these switches as tools in animal models.

Methods

2.1 Materials

DMEM growth media was supplied from Thermo Fisher (Canada), deriv-
ative of human embryonic kidney (HEK293T) cells were generously pro-
vided by the Hébert lab at McGill University, all chemicals are from Sigma 
Aldrich, and kits used for assays are from New England Biolabs (NEB) 
unless otherwise noted. Oligonucleotides were purchased from Integrated 
DNA Technologies (Coralville, IA). All sequences (Figure 2a) are avail-
able from the McKeague lab upon request. 

(a)

2.2 Switch Insertion Design 

The two reporter genes are GFP and mCherry. Each switch sequence was 
inserted into the 3’ UTR region of GFP in plasmid pMM100 (available 
from McKeague lab upon request) (Figure 2b). Thus, GFP expression is 
dependent on switch activity, while mCherry expression should remain 
constant (to normalize for transfection efficiency). 

2.3 Cloning RNA switches into the Plasmid

The backbone plasmid pMM100 was grown via overnight TOP10 culture, 
at 37°C for 16-18 hours. Following the overnight culture, the plasmid was 
prepped using Qiagen QIAprep Spin Miniprep Kit (250), quantified using 
a Thermo Scientific Nanodrop and stored at -20°C. PCR was performed 
using the forward primer PGP #10, reverse primer PGP #11, and the 
Phusion HF (high fidelity) enzyme from NEB as described by the manu-
facturer. PCR product was confirmed via 2% agarose gel electrophoresis, 
purified using the Monarch PCR Cleanup Kit according to manufactur-
er instructions, and quantified using Nanodrop. The backbone plasmid 
(pMM100) was digested using Xmal from NEB in CutSmart buffer. Fol-
lowing treatment with Quick-CIP, the cut plasmid was purified via 0.8% 
gel electrophoresis, then purified using the NEB Monarch Gel Extraction 
Kit according to the manufacturer instructions. Gibson assembly15 was 
performed by incubating the digested pMM100 backbone plasmid and 
the PCR switch insert as previously described. The plasmid was plated on 
E. coli and ampicillin plates. Colonies were selected and tested via colony
PCR using the forward primer PS #46, reverse primer PS #47, and en-
zyme Taq DNA polymerase16,17. Following the colony PCR, products un-
derwent 2.5% agarose gel electrophoresis for 45 minutes and were purified 
using the Monarch PCR and DNA Cleanup Kit. Purified colony plasmids
were sent for Sanger sequencing. Once sequences were confirmed, freezer
stocks of the plasmid were made and stored at -80°C.

2.4 Target Molecules  

Stock solutions of target small molecules for cell treatment were made 
prior to transfection. The various concentrations of small molecule tested 
in-vitro were serial-diluted down from their stocks: for a 10 mM neomy-
cin stock, 0.5 g was dissolved into 10.0 mL of DNase/RNase nuclease free 
water; for the 10 mM folinic acid stock, 47.3 mg was dissolved into 10.0 
mL of DMEM media; and for the 220 mM hypoxanthine stock, 2.99 g was 
dissolved into 99.8 mL of DMSO.   

2.5 HEK-293 Cell Maintenance 

HEK-293 cells were maintained by incubation at 37°C, 5% CO2, and 
DMEM media with 5% Fetal Bovine Serum (FBS) and 1% Antibiotic-An-
timycotic (AB/AM). These cells were passaged every 72-96 hours and dis-
carded following 25-30 passages after initial thaw.

2.6 Mammalian Cell Transfection with Plasmid 

A 24-well plate was seeded with 500 µL of cells at roughly 70% confluency, 
with an aim of 110,000 cells per well; at the time of transfection, cells were 
close to 100% confluency. For small molecule assays, cells were pre-treated 
with 500 µL of designated concentration of small molecule 1 hour prior to 
transfection. For transfection, OptiMEM, Lipofectamine 3000, and P3000 
reagent from the Lipofectamine 3000 Kit from Sigma Aldrich were added 
to the plasmid and this suspension was transfected into the plated HEK-
293 cells. In a 24-well plate, 50 µL of DNA-lipid complex was attainted, in 
addition to 500 ng of DNA per well. 

2.7 Measuring Fluorescence 

At each designated time point post-transfection, or following an incuba-
tion period, cells were treated with Glo-Lysis 1X buffer from Promega, left 
to lyse for 5-7 minutes at room temperature, and      quantified for GFP and 
mCherry fluorescence using the BioTek Cytation 5 plate reader by 24 well 
and 96 well plate readings. 

Results and Discussion

3.1 Preliminary comparison of xanthine, neomycin, and folinic acid switches.

Numerous aptazyme switches10,12 developed and tested in mammalian 
cells9,11,12,13,14 have been reported to date. Small molecule-based aptazymes 

(b)

Figure 2. (a) Table listing the oligonucleotide sequences of 
primers and plasmids used in this work. (b) Backbone plasmid 
(pMM100) is illustrated with reporter proteins and indicated lo-

cation of switch insertion.
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are ideal since small molecules can be more easily delivered to cells and 
animals to modulate and turn on genes of interest. As such, we first test-
ed switches developed to respond to small molecules that are expected 
to show no or little in vivo toxicity. Namely, we compared switches that 
interact with the FDA approved drug folinic acid18; the antibiotic neomy-
cin19; and a purine found in cells, hypoxanthine20. Notably, each of these 
switches have previously demonstrated the ability to function in eukary-
otes and show high “turn on” activity13,14. Each switch was cloned in a ze-
brafish-compatible plasmid to control GFP expression. Specifically, GFP is 
controlled by the Ubi-promoter which shows high function in zebrafish21. 
On the same plasmid, mCherry was included to serve as a transfection 
control. 

The control called sTRSV represents the ribozyme lacking the aptamer 
that allows for constant self-cleavage of the GFP RNA transcript and thus 
should result in very little expression. In all experiments, sTRSV showed 
excellent negative control (off) activity (Figure 3). Conversely, sTRSVi 
is a positive control in that the ribozyme cannot function. As such, GFP 
should be constitutively expressed. Indeed, sTRSVi in all experiments 
showed high gene expression (Figure 3). For each molecule, we tested the 
switches by incubating high concentrations of the target molecule for 72 
hours (Figure 3b). Following incubation, switch activity was compared by 
measuring GFP fluorescence normalized to mCherry. Importantly, when 
comparing these three aptazyme switch designs head-to-head, the hypox-
anthine switch showed the most switching activity, turning on 2-fold in the 
presence of 2 mM of target molecule compared to in its absence (Figure 
3b). The neomycin switch showed no switching activity, and folinic acid 
showed a small increase in gene expression with 2 mM target molecule. 
Considering Kd for each of the switches13,14, the hypoxanthine aptamer ex-
hibits micromolar binding affinity to its ligand while that of folinic acid is 
nanomolar. Given these results, we focused on further characterizing the 
hypoxanthine and folinic acid switches.

3.2 Testing the hypoxanthine-responsive switch under various parameters

To further investigate the hypoxanthine-responsive switch, we conduct-
ed experiments testing activity of the switch using high concentrations 
over various time points post-transfection, as well as a large concentration 
study. Since cells had to be lysed, one 24 well plate was transfected per 
timepoint. To minimize uncertainties associated with different results for 
gene expression, fluorescence was normalized to sTRSV and sTRSVi con-
trol switch activity. 

We tested the hypoxanthine switch at concentrations with 0 mM, 1 mM, 
and 2 mM at eight different timepoints post-transfection ranging from 18-
96 hours (Figure 4a). Following the various incubation times (post-trans-
fection), switch activity was compared by measuring GFP fluorescence 
normalized to mCherry. Comparing the switch activity over the various 
timepoints, incubation periods between 18 to 24 hours showed the highest 
“turn on” activity, but later timepoints (36-72 hours) resulted in reduced 
variability. Given these results, we confirmed that shorter than 72-hour 
transfection incubation periods for our given switch are indeed enough 
time to allow for gene expression, though periods within this range closer 
to 72 hours may be more useful for future comparisons. 

We next performed a concentration gradient experiment using concen-
trations of hypoxanthine ranging from 100 µM to 10 mM (Figure 4b). 
Following the incubation time (post-transfection), switch activity of the 
switches treated with various concentration of molecule was compared 
by measuring GFP fluorescence normalized to mCherry. Comparing the 
switch activity, increasing “turn on” activity was observed across increas-
ing concentrations of small molecule, where the largest change in gene 
expression was noted between 500 µM and 10 mM concentration. 

3.3 Testing the folinic-acid responsive switch under various parameters

While the folinic acid switch showed less activity than the hypoxanthine 
switch in the initial experiments (3.1), we nevertheless sought to measure 
the importance of incubation time (post-transfection time points) and 
concentration of folinic acid switch activity. As per control switch con-
firmation, sTRSVi showed a higher normalized GFP/mCherry relative 
expression while sTRSV remains low as expected (Figure 5). We tested the

Figure 3. (a) Table outlining the switches and their associated target 
small molecule(s) tested in this work. (b) Preliminary in-vitro testing of 
hypoxanthine, folinic acid, and neomycin switches to detect the high-
est measure of fluorescence. The plot (Figure 3b) shows the change in 
normalized GFP/mCherry fluorescence upon addition of small molecule 
target to the three distinct switches at 72 hours post-transfection. For 
the control switches, sTRSV (red) and sTRSVi (orange), three and six repli-
cates were prepared, respectively. Control switch sTRSVi was treated with 
different concentration of respective small molecule in duplicate. Our 
control switch sTRSV was not treated with any molecule as it acts as our 
negative control. For each switch tested, different concentrations of the 
molecules were used in duplicates. Results are the mean and standard 
deviation of the number of replicates described: hypoxanthine data is in 

purple, folinic acid in blue, and neomycin in green.

(a)

(b)
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folinic acid switch with 0 mM, 2 mM, 5 mM, and 10 mM at six different 
time points post-transfection ranging from 24-84 hours. Following the 
various incubation times (post-transfection), switch activity was com-
pared by measuring GFP fluorescence normalized to mCherry.  “Turn on” 
activity was shown across increasing concentrations. However, there was 
no increased switching observed at time points later than 24 hours.

3.4 Specificity testing of the hypoxanthine-responsive switch

Aptamers are typically highly selective for their cognate targets but, nev-
ertheless, can bind similar derivatives in some cases. As an example, the 
xanthine aptamer, which was tested in vitro with small molecule hypoxan-
thine (and used in our platform as a “hypoxanthine switch”) is a derivative 
of the original target ligand xanthine. Indeed, Kiga et al.3 demonstrated 
that the aptamer, which they refer to as XBA (xanthine-binding aptamer), 
could also target purines with several modifications to the ring structure. 
Here, we wanted to assess whether the selectivity demonstrated directly on 
the aptamer was maintained when incorporated into our aptazyme switch. 
In particular, adenine was bound to the aptamer with a large Kd (indica-

tive of low affinity) while guanine had a very small Kd (indicative of high 
affinity) for XBA. As such, we tested these two molecules for the ability to 
activate the hypoxanthine-responsive aptazyme switch.

We tested the hypoxanthine switch with 0 mM, 1 mM, and 2 mM of hy-
poxanthine, guanine, or adenine at a constant incubation time of 72 hours 
post-transfection. Similar to the aptamer binding experiments, the switch 
was activated in the presence of guanine but not adenine. Interestingly, 
even though guanine has a similar affinity to the aptamer as xanthine, the 
switching activity was less than with hypoxanthine. Nevertheless, these 
results confirm that the selectivity of the aptamer is maintained despite it 
being incorporated into a switch and expressed inside a cell.

Figure 4. (a) Hypoxanthine-responsive switch demonstrated increased 
GFP/mCherry relative expression in the presence of hypoxanthine in vi-
tro at early time points post-transfection. For the control switches, sTRSV 
(red) and sTRSVi (orange), three and six replicates were prepared respec-
tively. Control switch sTRSVi was treated with different concentration of 
hypoxanthine in duplicate. Our control switch sTRSV was not treated 
with any molecule as it acts as our negative control. Each other condition 
represents the mean and standard deviation of four replicates. Results 
show that the switch activity occurs rapidly in the first 18-24 hours, and 
then later likely starts to be reduced with time due to cell division. (b) The 
hypoxanthine-responsive switch shows an increased GFP/mCherry rela-
tive expression in vitro with increasing concentrations of hypoxanthine. 
For the control switches, sTRSV (red) and sTRSVi (orange), four and eight 
replicates were prepared respectively. Control switch sTRSVi was treated 
with different concentration of hypoxanthine in duplicate. Our control 
switch sTRSV was not treated with any molecule as it acts as our negative 
control. Each other condition represents the mean and standard devia-

tion of four replicates. 

Figure 6. Hypoxanthine-responsive switch specificity in the presence of 
guanine and adenine. The plot shows the change in fluorescence with ad-
dition of derivative small molecule to Xan-ACGAG at 72 hours post-trans-
fection. For the control switches, sTRSV (red) and sTRSVi (orange), three 
and six replicates were prepared, respectively. Control switch sTRSVi was 
treated with different concentration of respective small molecule in du-
plicate. Our control switch sTRSV was not treated with any molecule as it 
acts as our negative control. All other conditions are the mean and stan-

dard deviation of four replicates. 

Figure 5. Folinic acid-responsive switch results in increased GFP/mCher-
ry relative expression in presence of folinic acid in vitro with increas-
ing time post-transfection. The plot shows the change in fluorescence 
with increasing concentrations of folinic acid at six distinct time points 
post-transfection. For the control switches, sTRSV (red) and sTRSVi (or-
ange), three and eight replicates were prepared respectively. Control 
switch sTRSVi was treated with different concentration of folinic acid in 
duplicate. Our control switch sTRSV was not treated with any molecule as 
it acts as our negative control. All other conditions represent the mean 

and standard deviation of four replicates. 

(b)
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Conclusion

Several small-molecule responsive aptazyme-based switches were com-
pared22. The hypoxanthine switch displayed robust “turn on” activity in 
the presence of low concentrations of molecule relatively quickly following 
transfection. Interestingly, the hypoxanthine-responsive switch specificity 
was demonstrated and is comparable to biochemical aptamer affinity stud-
ies. Future work will examine additional early switch time points as well 
as other possibly confounding molecules found inside cells. The long-term 
goal of this work is to generate a suite of switches that can be easily incor-
porated into animal models and integrated into the genome to study genes 
relevant to development.
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Uncovering the Regulators of CRISPR-Cas 
Immunity

Idia Boncheva1

Abstract

The clustered regularly interspaced short palindromic repeats (CRISPR) system and the CRISPR-associated 
proteins (Cas) make up an adaptive immune mechanism used by many bacteria and archaea to protect 
themselves from invading genetic material. Despite the immense evolutionary advantage of the CRISPR-Cas 
system, it must be meticulously regulated as it has the potential to target endogenous genes and damage 
the host organism. Identifying the main regulators involved in this process and how they are influenced by 
distinct conditions are of great clinical interest, since this prokaryotic defense system can be exploited for 
genome editing and therapy development. This review aims to elucidate the regulation of the CRISPR sys-
tem in bacterial communities—upon quorum sensing and alginate production in biofilms—and in stressed 
conditions—upon antibiotic treatment or induction of the Rcs response. Despite the intrinsic contradictions 
of the results gathered in this review, growth rate is identified as a potential unifying regulator of CRISPR 
immunity. Overall, the regulation of the CRISPR-Cas system is shown to be multi-dimensional and cross-sec-
tional, to greatly vary amongst lineages, and to be highly sensitive to conditional changes. 

Introduction

One of the reasons why bacteria remain such prominent and persistent 
invaders of the human body is their ability to quickly adapt and evolve 
through acquisition of novel genetic material. This can both provide sig-
nificant evolutionary advantage and threaten bacteria survival. Micro-
organisms have evolved many mechanisms to protect themselves from 
parasitic DNA. The clustered regularly interspaced short palindromic 
repeats (CRISPR) system and its associated proteins (Cas) make up the 
only known adaptive and heritable defense mechanism in bacteria against 
bacteriophage invaders and other mobile genetic elements1. 

It was first discovered in Escherichia coli in 1987, but it has now been 
identified in around 50% of bacteria, and growing interest for this system 
has bloomed a new field of microbial and genetic studies 2,3. Although the 
CRISPR-Cas system has been identified in numerous bacteria, its distribu-
tion does not align with bacterial phylogenies4. 

It has been predicted that factors such as oxygen prevalence, temperature, 
and the abundance of viral threats in the environment influence the distri-
bution of this system but the ecological factors involved remain unclear5. 
This is further complicated by the fact that the defense system can readily 
be transferred through horizontal gene transfer4. 

The CRISPR-Cas system functions as an intracellular patrolling complex 
that will recognize incoming foreign nucleic acid sequences and induce 
their degradation. There are two main components to this system: the 
CRISPR array and the Cas proteins. The former is a genomic locus where 
a series of identical repeats sequences and unique spacer sequences are 
alternately distributed downstream of a leader sequence. While the short 
repeats are intrinsic to the bacteria, the spacers are integrated into the host 
genome from previously encountered foreign DNA. 

During the adaptation phase, the Cas1 and Cas2 proteins will scan foreign 
DNA that has entered the bacterial cell and capture a protospacer frag-
ment from this invading genetic material. In most bacteria, this capture is 
dependent on the presence of a protospacer adjacent motif (PAM) which 
allows the host to differentiate between self and foreign genetic material. 
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The protospacer can then be integrated at the 5’ end of the spacer array, ad-
jacent to the leader sequence. For this reason, the CRISPR array represents 
a physical memory of past infections. Subsequently, in the biogenesis 
phase, also known as the maturation or expression phase, the spacers are 
transcribed and processed by host enzymes into CRISPR RNA (crRNA) 
which will be bound by Cas proteins and adaptor sequences, such as the 
transactivating noncoding CRISPR RNA (tracrRNA), to generate a mature 
antiviral complex. 

Lastly, during the interference phase, the mature antiviral complex will 
once again scan the intracellular environment. The crRNA will mediate 
the recognition of foreign genetic material via sequence complementarity, 
and the accessory proteins of the mature system will induce targeted se-
quence damage to protect the bacterial cells (Figure 1). The Cas proteins 
are required at each step and they carry specialized functions: Csy proteins 
will generate a multi-protein surveillance complex that is essential for the 
adaptation phase, whereas the Csm proteins generate complexes that me-
diate interference. 

The three steps described above are ubiquitous to all CRISPR-Cas sys-
tems, but there is still great variability amongst the proteins encoded, the 
specificity of the CRISPR-Cas system, and the mechanisms of protection 
adopted by this defense mechanism. There are 2 large classes, 6 types, and 
over 20 subtypes of bacterial CRISPR-Cas systems that are functional-
ly distinct6. In this review, we will focus on two model bacterial strains 
and their corresponding CRISPR-Cas defenses: Pseudomona aeruginosa 
PA14 which carry the Type I-F system and Serratia species 39006 which 
carries Type III-A, Type I-E, and Type I-F CRISPR-Cas systems. Type I 
and Type III systems are both members of class 1 systems which encode 
multi-protein effector complexes, but they have additional unique char-
acteristics that distinguish them7. Type I systems recognize double-strand 
DNA which are degraded via Cas3 upon recognition of a PAM and the 
short neighboring ‘seed’ sequence7. Type III systems target foreign RNA 
transcripts to activate the Cas10 nuclease and induce non-specific RNA 
degradation, independently of canonical PAM requirements7. 

Overall, there is a great understanding of the functional requirements for 
the activity of CRISPR-Cas. However, much remains unclear regarding the 
regulation of this system in different conditions. Constitutively active 
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CRISPR-Cas systems pose a significant evolutionary cost as they predis-
pose the bacteria to self-targeting and to degradation of genetic materi-
al8. Thus, this defense mechanism must be tightly regulated. Additionally, 
there is a great interest in understanding the factors controlling the acqui-
sition, biogenesis, and interference phases of the CRISPR-Cas system as 
this knowledge can be applied to very precise genome editing techniques 
and phage therapies. Consequently, this review aims to uncover the key 
regulators of the CRISPR-Cas system, the importance of each sensor, and 
the regulatory fluctuations that arise upon changes in conditions (Figure 
2). To this effect, various intracellular pathways and intercellular signals 
will be analyzed: quorum sensing, biofilm formation, alginate biosynthe-
sis, and the regulator of capsule synthesis (Rcs) response induced upon 
antibiotic treatment.

Methodology

Quorum Sensing: the more you seek, the less you know

Quorum sensing (QS) is a system of coordinated chemical signals that 
allow bacteria to communicate with one-another in order to detect pop-
ulation density, transfer genetic material with proximal cells, modulate 
cellular functions, control motility and synthesize structural and signal-
ing metabolites10. There are three general types of QS systems: the acyl 
homoserine lactone (AHL) system, the autoinducing peptide (AIP) sys-
tem, and the autoinducer-2 (AI-2) system10. The AHL system is expressed 
by Gram-negative bacteria exclusively and it functions via the release of 
signaling molecules with a common homoserine lactone ring10. The AIP 
QS system is found in Gram-positive bacteria and it is characterized by 
short peptides and a two-component regulatory system10. The AI-2 system 
is distributed amongst both Gram-positive and Gram-negative bacteria, 
and it confers interspecies communication abilities via a collection of in-
ter-convertible molecules11. 

The AHL system will be explored here as it is the one held by both P. aeru-
ginosa and Serratia model strains12. In these bacteria, the LasI, RhII, and 
SmaI autoinducers will signal through their corresponding receptors 
which results in the expression of QS genes13 (Figure 2). One downstream 

target of QS signals is the upregulation of type I-E and type I-F cas genes13. 
Indeed, P. aeruginosa PA14 mutants lacking autoinducer genes have been 
shown to exhibit attenuated efficacy in all three phases of the CRISPR-Cas 
system, and complementation restored function to wild-type (WT) levels 
for all steps of the immune process13. This suggests that the engagement 
of the QS system positively upregulates CRISPR-Cas immunity. This is in 
agreement with other studies, which have shown that QS-deficient mu-
tants of either bacterial model were found to be less adaptable to invading 
nucleic acids12. However, it is critical to acknowledge the limitations of 
these findings, as these results were obtained from studying only one of the 
three QS systems. Thus, it is possible that the regulation of CRISPR-Cas 
immunity by QS molecules and condition varies in other species that 
communicate via the AIP or the AI-2 systems. Additionally, the regulation 
of CRISPR-Cas immunity is likely more complex in bacteria that encode 
more than one QS system. 

Certain groups that have attempted to modulate the expression of cas genes 
via quorum quenching (QQ)—a process of QS disruption—have obtained 
varying efficacy. Mion et al. measured the expression levels of cas1, cas3, 
and csy1-4 in the presence or absence of the lactonase SsoPox-W263I to 
test the effects of QQ in the P. aeruginosa PA14 laboratory model and in 
6 other clinically isolated strains of this species. The lactonase SsoPox-
W263I is known to degrade acyl-homoserine lactones which are essential 
for QS in proteobacteria. Upon treatment with the enzyme, all cas & csy 
gene expression was abolished in PA14. However, clinically isolated strains 
showed variable results with some having a decreased cas and csy gene 
expression, while other showed no change or an increase in gene expres-
sion12. This demonstrates that regulation of the CRISPR-Cas system can 
vary greatly between strains of a single species despite significant genet-
ic homology. Additionally, these results highlight that laboratory studies 
with model organisms in controlled settings do not necessarily translate 
to clinical cases. This is particularly relevant as there are strong initiatives 
that aim to treat certain diseases through the genome editing power of the 
CRISPR-Cas system. 

Other groups have studied the modulation of CRISPR-Cas using QS in-
hibitors. It has been reported that the chemical baicalein can increase sur-
vival of phage-sensitive bacteria such as P. aeruginosa. This QS inhibitor 
has been found to reduce DMS3vir phage absorption, delay lysis of bacte-
rial culture, and favor the action of CRISPR immunity14. This sharply op-
poses previously published data, which proposes that QS inhibitors limit

Figure 19. Summary diagram of CRISPR-Cas system. Schematic showing 
the different steps of the adaptive immune response upon exposure to 
bacteriophage genetic material. Step A illustrates the adaptation phase. 
Steps B-D summarize the biogenesis phase, which is also known as the 

Figure 215. The effects of various cellular signaling pathways on CRIS-
PR-Cas regulation. The Rcs stress response pathway has been shown to 
downregulate all three phases of the CRISPR-Cas immune system, where-
as quorum sensing upregulates these same phases. Some of the autoin-
ducers (LasI & RhII) directly induce these effects, while others (SmaI) are 
repressors of the CRISPR-Cas system that are inhibited by AHL molecules 
upon quorum sensing1. Bacteriostatic antibiotics positively regulate the 
adaptation phase, and the bacterial alginate synthesis pathway nega-
tively regulates the biogenesis phase. The KinB membrane protein can 
act either as a phosphorylase in acute virulence conditions, or as a phos-

phatase in chronic virulent conditions2. 
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CRISPR-based immunity. Upon further analysis, these effects were at-
tributed to the fact that the DMS3vir phage receptor—the type-4 pili—is 
regulated by QS genes14. Inhibiting QS proportionally downregulated the 
phage receptor which reduced viral intracellular propagation and pro-
vided the host cells with sufficient time to mount an immune response14. 
Thus, when evaluating the effects of QS systems on immunity, we must 
also take into consideration the downstream genes affected, as they have 
the potential to alter sensitivity to invaders through indirect actions on 
infection parameters. 

There are clear contradictions between the effects of quorum sensing, 
quorum quenching, and quorum sensing-inhibitors on the regulation of 
CRISPR-Cas. This becomes further convoluted when multiple variables 
are investigated simultaneously. For example, to assess the relationship 
between temperature changes and QS on the rate of spacer acquisition in 
the CRISPR-Cas system, Høyland-Kroghsbo et al. constructed a P. aeru-
ginosa PA14 strain lacking autoinducer genes, and then measured adap-
tation rates at various temperatures in bacteria that were supplemented or 
deprived of autoinducers. As quorum sensing molecules are upregulated 
at high temperatures and are known to activate the CRISPR-Cas system, 
it was hypothesized that a strong and effective adaptive immune response 
would be induced at high temperatures in bacteria. However, the rela-
tionship between temperature and QS seems to be slightly more complex. 
Overall, adaptation rates were highest at low temperatures. Supplementa-
tion of mutants with autoinducers had no effect at 15°C, indicating that 
QS does not affect the rate of spacer acquisition at low temperatures. On 
the other hand, supplementation significantly increased new spacer acqui-
sition at 30°C and 23°C, but only moderately at 37°C. To rationalize these 
results, the research group hypothesized that low temperature stabilized 
CRISPR-Cas complexes and crRNA binding to foreign sequences13. This 
has recently gained further relevance as reports emerge of the tempera-
ture-dependent binding and release of Cas proteins to target DNA16. Re-
gardless, these results demonstrate that even slight changes in conditions 
such as temperature can alter the potency of sensors in modulating CRIS-
PR-Cas adaptation. 

Biofilm formation and alginate synthesis: Strength in numbers

One of the main functions of QS is to induce microbial biofilms and 
increase virulence in high-density bacterial populations10. In certain fa-
vorable environments, bacteria are able to communicate with each other 
and adhere to surfaces to build a highly structured and complex three-di-
mensional community that is much harder to eradicate than populations 
of single cells10. This is a multi-step process that involves the synthesis of 
numerous polymeric extracellular substances such as the alginate poly-
saccharide. Alginate production has been associated with adherence en-
hancement, increased persistence, and protection from the extracellular 
environment17. The biosynthesis of alginate is controlled by the KinB-Al-
gB two-component system18. Upon inactivation of the cognate histidine 
kinase KinB, phosphorylated AlgB will accumulate in the cell and signal 
through various intermediate protein such as algR, algU, and amrZ to up-
regulate alginate synthesis genes18 (Figure 2). 

To measure the effects of the alginate biosynthesis pathway on CRIS-
PR-Cas immunity, Borges et al. measured the levels of Cas and Csy protein 
expression in WT, ΔkinB, ΔalgR, and ΔalgU strains of P. aeruginosa after 
growth in liquid culture. They found that in the ΔkinB strain the levels 
of Cas and Csy proteins decreased relative to WT, whereas this expres-
sion was greatly increased in ΔalgR and ΔalgU strains. In other words, it 
was found that KinB promotes CRISPR-Cas protein expression, whereas 
AlgR and AlgU repress it. Thus, alginate biosynthesis inhibits CRISPR-Cas 
protein expression19. This directly opposes proposed trends about bacteri-
al adaptive immunity in high-density populations and in biofilms. It has 
been previously suggested that since biofilm communities are more sus-
ceptible to phage infections due to high cell density and slow growth, these 
bacteria would exhibit exceptionally high levels of adaptive immunity 13,19. 
However, the alginate synthesis pathway, which is induced during biofilm 
formation, inhibits CRISPR systems. This discrepancy could be partially 
rationalized by the fact that alginate is not absolutely required for the for-
mation of nonmucoid biofilms in P. aeruginosa17. Still, with very few stud-
ies comparing CRISPR-Cas activity in free-growing bacteria and biofilm 
communities, the effects of biofilm-related factors on the immune system’s 

regulation remains controversial. The research group tried to tackle this 
question and they showed in subsequent experiments that the effects of 
alginate synthesis molecules on adaptive immunity seem to partially de-
pend on the organization of the bacterial community. It was reported that 
the downstream signaling molecule AmrZ can only control CRISPR-Cas 
immunity during surface-association and has no effect during planktonic 
growth. The group hypothesized that his state-dependent regulation could 
be an attempt at minimizing self-toxicity in bacteria during lifestyle tran-
sition18. Additionally, there is some data that suggests the possibility of 
regulatory feedback loops between CRISPR-Cas systems and biofilm-as-
sociated genes, as studies of the Salmonella enterica species have revealed 
that mutation of the cas3 gene resulted in reduced biofilm formation and 
virulence20. Overall, the regulation of the CRISSPR-Cas system in biofilms 
has not been completely characterized, but the research presented above 
demonstrates that networks of proteins can have distinct opposing or ad-
ditive effects on bacterial immunity.

Antibiotics and the Rcs response: Stress less and live longer

As previously mentioned, viruses are not the only source of foreign ge-
netic elements that bacteria are exposed to—they also frequently encoun-
ter plasmids that encode a variety of properties that can confer selective 
advantages. Antibiotic resistance genes are typically transferred between 
species via plasmids, thus at times it can be advantageous for the bacteria 
to repress its immune defenses. There are two general classes of antibiotics 
distinguished by their mechanisms of action and their effect on bacterial 
metabolism. Bacteriostatic antibiotics target a protein that is indispensable 
for cellular replication which results in growth arrest. Bactericidal antibi-
otics interfere with a process required for cell survival and subsequently 
cause cell death. 

To evaluate how immunity evolves in bacterial populations when exposed 
to antibiotics, Dimitriu et al. infected P. aeruginosa PA14 strain with phage 
DMS3vir in nutrient-rich media supplemented with sub-inhibitory con-
centrations of 4 bacteriostatic and 4 bactericidal antibiotics. Bactericidal 
antibiotics exerted minimal effects on CRISPR-Cas immunity, whereas a 
significant proportion of the population upregulated this defense mecha-
nism upon treatment with bacteriostatic antibiotics. To determine which 
phase of the CRISPR-Cas immunity was enhanced upon bacteriostatic an-
tibiotic treatment, short-term infection assays in the presence or absence 
of antibiotics were carried out. None of the antibiotics caused an increase 
in Cas protein abundance. However, it was found that bacteriostatic anti-
biotics increased the rate of spacer acquisition, whereas bactericidal anti-
biotics had no effect. To test if the increased spacer acquisition was due to 
increased DNA damage, the research group quantified the expression of 
the DNA-repair SOS stress response. There was no correlation between 
SOS induction and the evolution of CRISPR immunity. Alternatively, an 
interesting pattern emerged between bacteriostatic antibiotics and slow 
growth. It was found that bacteria treated with bacteriostatic antibiotics 
released less phages upon infection, compared to cells treated with bacte-
ricidal antibiotics. Since the replication and spread of phages depends on 
host machinery, the reduced phage production was attributed to slower 
growth rate. Thus, bacteriostatic antibiotics increase CRISPR immunity 
via slowed cellular growth rather than stresses induced by the drug on the 
bacteria21 (Figure 2).

However, different stress responses can exert distinct effects on CRIS-
PR-Cas regulation. When networks of genes that regulate CRISPR-Cas 
adaptive immunity in Serratia were screened, components of the Rcs stress 
response were identified. The regulator of capsular polysaccharide synthe-
sis (Rcs) is a stress response to a variety of factors such as bactericidal 
β-lactam antibiotics22. Upon interaction between a stressor and the outer 
membrane lipoprotein RcsF, the inhibitory activity of IgaA on the signal 
phosphorelay will be lifted and allow downstream proteins RcsA and RcsB 
to positively regulate rcs genes22 (Figure 2). A mutagenesis analysis found 
that ΔigaA resulted in the greatest fold decrease of csm gene expression 
amongst all regulators screened22. Subsequent deletion of the rcsA or the 
rcsB genes in the ΔigaA mutant background restored csm expression levels 
by abolishing signaling through the Rcs response. Additionally, IgA muta-
tion abolished CRSIPR-Cas immunity, induced minimal array expansion, 
and resulted in acquisition of antibiotic resistance genes. Upon deletion 
of downstream rcsA or rcsB genes, CRISPR-Cas immunity was restored22. 
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Similarly, a genome-wide analysis of Rcs-regulated genes in the 
plant-pathogenic bacterium Erwinia amylovora found that mutation of 
RcsC resulted in decreased expression of type I-E CRISPR-Cas system23. 
Overall, adaptive immunity is disfavored by the Rcs response upon mem-
brane stress. The induction of the Rcs response results in decreased expres-
sion of Cas proteins, adaptation, and interference of both type I and type 
III CRISPR systems in Serratia. Smith et al. suggested that the downreg-
ulation of CRISPR-Cas immunity upon antibiotic-induced surface mem-
brane stress might be an evolutionary advantageous technique that can 
favor genetic sampling and the acquisition of antibiotic-resistance genes22. 
This explanation remains incomplete, as other sensors of cell envelope dis-
ruption such as BaeR in E. coli have been shown to promote Cas expres-
sion24. Nevertheless, the experiments studying the Rcs phosphorelay path-
way underpin a stress-dependent regulation pattern of the CRISPR-Cas 
system. 

Comparing the available data regarding the effects of antibiotics on CRIS-
PR-Cas regulation reveals a sharp contradiction amongst published re-
sults. On one hand, bacteriostatic antibiotics were shown to promote spac-
er acquisition and the evolution of CRISPR immunity21. In contrast, stress 
responses induced by antibiotic treatment demonstrated an inhibition of 
the CRISPR-Cas adaptation, interference, and effector proteins expres-
sion22. These results could be accounted for by the differential metabolic 
and signaling effects of bacteriostatic and bactericidal antibiotics. Yet, the 
only definitive takeaway is that distinct molecules such as antibiotics can 
induce multiple pathways that exert differential effects on CRISPR-Cas 
regulation.

Growth rate: One variable to unite them all
When interpreting the effects of various sensors on the regulation of CRIS-
PR-Cas immunity, it can be useful to consider the evolutionary competi-
tion between bacteria and the viruses that invade them. The dynamics be-
tween phages and their hosts can be described as an arms-race where each 

opponent aims to damage the other. Bacteria must coordinate cell division 
with spacer acquisition, whereas phages must exploit the host machiner-
while avoiding bacterial adaptive immunity. Naturally, the growth rate has 
been suggested as an important factor in controlling the CRISPR-Cas ma-
chinery. It is hypothesized that slow bacterial growth rate might enable 
the bacteria to acquire spacers from the invading phage and integrate the 
genetic sequence to the spacer array before the phage can exit and lyse the 
cell13. 

This framework can be used to explain some of the results described here: 
low temperature, biofilm growth, and bacteriostatic antibiotic treatment 
all induce conditions where bacterial growth rate is limited, and CRIS-
PR-Cas adaptation is favored. Similarly, the availability of certain nutrients 

has been shown to influence the expression of cas genes and the overall 
strength of the immune response. In conditions of iron deprivation or in 
the presence of suboptimal carbon sources—which decreases bacterial 
proliferation—there is a heightened expression and activity of the CRIS-
PR-Cas immunity21,25.  

There have been mixed results regarding the activity of the CRISPR-Cas 
machinery during the different phases of growth. Some groups report 
high activity of bacterial immunity during the exponential growth phase 
where bacteria replicate at a fast pace, and repression of the system during 
the stationary phase where bacteria replicate quite slowly18. Other groups 
have reported that the highest frequency of adaptation occurs during the 
late-exponential growth phase where bacterial growth rate declines26. 

Using growth rate as the primary determinant for CRISPR-Cas regulation 
is not an empirically true framework. As previously described, the algi-
nate biosynthetic marker amrZ decreases Csy1 expression upon-surface 
association but has no effect during planktonic growth18. This contradicts 
the growth-rate theory as alginate is produced during biofilm formation 
where slow-growing surface-associated bacteria are expected to exhibit 
high CRISPR-Cas activity. Applying growth rate analysis to predict the 
expression of the CRISPR-Cas system might not accurately describe the 
effects of all sensors in all conditions, but it might still be useful to explain 
the interaction of multiple sensors.

Conclusion

There is a seemingly endless array of signaling pathways that can be ex-
amined to identify the sensors of CRISPR-Cas regulation. In this review 
paper, data was gathered about components from the quorum-sensing sys-
tem, biofilm formation, bacterial alginate synthesis, antibiotic treatments, 
and the Rcs stress response (Table 1). These networks are of particular in-
terest given their relevance in clinical settings and therapeutic approaches 
such as genome editing and phage therapies. 

Despite the contradictory nature of the data, it has been demonstrated that 
regulation is both species-specific and strain-specific, small alterations in 
external conditions can alter the relative influence of different regulatory 
pathways, and regulation varies with bacterial community organization, 
external stressors, and growth conditions. 

Overall, the regulation of the CRISPR-Cas system is multi-dimensional 
and lies at the crossroads of numerous intracellular pathways. Within a 
single organism, different types of CRISPR-Cas systems can be regulated 
differently22. Considering that these different systems can share compo-
nents such as conserved Cas proteins, it can become increasingly difficult 
to understand the effects of various regulators and sensors. 

Our understanding of CRISPR-Cas regulation remains far from complete. 
From the data gathered in this review, we propose a few future avenues 
of research to fill the gaps. Firstly, the use of clinically isolated strains for 
molecular studies may be advantageous as these bacteria can behave very 
differently from the model organisms predominantly utilized thus far. 

Secondly, studying bacteria encoding a single type of CRISPR system, 
concurrently with bacteria encoding multiple types of CRISPR systems 
would provide critical information about the nuances in regulation. As 
mentioned, different types of CRISPR systems encode conserved proteins 
with similar functions which renders data interpretation more convoluted. 
Adding single-system controls would enable a better understanding of sys-
tem types co-regulation. Thirdly, when assessing the expression level of cas 
genes under various conditions, it is necessary to test more than a single 
subject protein, especially if Cas genes are induced by distinct promoters. 
Finally, future studies should consider the effect of various regulators and 
sensors through a growth-rate lens, as this might provide a unifying in-
sight into the dynamics controlling CRISPR-Cas.  

Table 1. A summary of regulators involved in CRISPR control.
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The Role of Iron in Epidermal Healing and  
Infection

Idia Boncheva1

Abstract

In recent years, the field of iron studies has expanded into sub-domains that investigate the regulation of 
this metal in various tissues including the heart, mucosal surfaces, tumors, and the skin. Iron homeostasis in 
the skin and the role of other non-hepatic cells in the regulation of iron are currently incompletely under-
stood. This paper summarizes the role of iron in wound healing, highlights the importance of maintaining 
iron concentrations within an intermediate range to avoid toxicity or defects; and integrates the antimicro-
bial role, interactions, and regulation of various cell types. Notably, the autoregulation of hepcidin secretion 
by keratinocytes and recruited myeloid cells is described. Additionally, the potential therapeutic role of iron 
chelators in infection control and their mechanisms of action are explored. This paper aims to elucidate the 
relevance of local iron control in epidermal infections. Although some of the molecular details underlying 
this condition remain unclear, published data suggest that iron-regulating therapies are a promising treat-
ment for the eradication of skin infections due to their wound-healing and immune-modulating potential. 

Introduction

Iron plays a central role in the housekeeping processes in our cells and 
organs, making it one of the most essential components of our diet. 
Its functions are so vital that our bodies have evolved distinct ways to 
recycle iron rather than excrete it, as they have for other nutrients1. A 
healthy individual ingests approximately 10-20 mg of iron daily1. How-
ever, only 10% is absorbed into the circulation, while the rest is lost as 
waste2. Additionally, around 1-2 mg of iron is shed daily in bodily fluids 
and through skin desquamation1. The absorption of iron from our di-
etary intake is accomplished in the upper part of the digestive tract via 
various import proteins such as divalent metal transporter-1 (DMT-1) 
and heme carrier protein 1 (HCP1) on the surface of enterocytes2. The 
details of this step vary with the ionic form and the protein-association 
state of iron2. 

Subsequently, iron is transported in the blood via plasma transferrin2. 
Transferrin is an iron-binding protein which delivers the vital metal to 
the liver and the spleen for storage, and to all other cells in our body 
for their survival2. Iron is vital because it is located within internal 
structures such as the iron-sulfur clusters of complexes within the 
electron-transport chain (ETC) in the mitochondrial membrane3. These 
iron-containing structures are required for the proteins to generate an 
electrochemical gradient which can subsequently be used to pro-
duce ATP—the predominant energy source in cellular metabolism3. 
Unbound iron is found in the body only at very low levels, as most of 
it is associated with ferritin and hemosiderin which are intracellular 
iron-storage proteins1. Transferrin will also deliver iron to the bone 
marrow for erythropoiesis1. Around 20 mg of iron is used up every 
day in the bone marrow for the formation of red blood cells1. Such an 
investment is made because iron is an essential component of hemoglo-
bin, the protein that binds, transports, and delivers oxygen through the 
blood to the entire body2. Once red blood cells die, the iron that is held 
within them is processed by macrophages and brought back to the bone 
marrow to resume the cycle (Figure 1)1,2,4. 

Despite its abundance in nature, iron has low bioavailability as it is 
predominantly found in its insoluble ferric form (Fe3+)5. This has made 
it a highly coveted metal by all life forms, including microorganisms. 
In fact, bacteria have developed specialized iron uptake mechanisms 
to acquire this metal from the environment4. For example, sidero-
phores are small organic molecules that diffuse out of bacteria, tightly 
bind extracellular iron, and deliver the metal to microbes through 
the reabsorption of iron-siderophore complexes5. Different bacterial 
species have evolved other enzymatic or receptor-mediated iron-uptake 
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systems to optimize nutritional scavenging in their particular nich-
es5. In the context of infection, these microbes will try to acquire iron 
from our cells. In response, our body will set off an immune defense 
mechanism that will sequester iron from the environment and stunt the 
proliferation of the invaders5. In a phenomenon called hypoferremia of 
inflammation, individuals who develop an infection see their plasma 
iron levels decrease within hours5. This is one of the many mechanisms 
our bodies use to fight against microbes. 

With predictions of increasing antibiotic resistance, there is an in-
creased need for alternative antimicrobial protocols to treat infections. 
This review paper summarizes selected topics relating to the role of 
iron in wound healing and pathogen control in local skin infections. 
Additionally, it evaluates the potential therapeutic use of iron chelators 
on topical wounds. This review aims to gather and integrate the current 
knowledge and evidence in this emerging field to facilitate the modula-
tion of iron homeostasis in the treatment of infections.
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The Role of Iron in Skin Wound Healing

Even in the absence of infection, iron has a complex influence on our skin’s 
health and healing. Upon tissue damage, the skin must undergo a series 
of temporally coordinated, dynamic, and locally controlled repair mech-
anisms1. For instance, blood clotting, inflammation, immediate vascular 
responses, re-epithelialization, glandular tissue formation, and angiogene-
sis are a few of the vital steps involved in cutaneous wound healing1. Many 
cells, such as keratinocytes, which are the primary cell type composing our 
skin, fibroblasts, and innate immune cells such as macrophages, are in-
volved in this phenomenon6. This becomes even further convoluted when 
we consider chronically disturbed wound healing where the role of iron is 
heterogeneous6. 

In healthy individuals, the concentration of iron in the skin, as measured 
by X-ray fluorescence, is around 10.22.5 µg per gram of dry weight, but 
this can greatly vary amongst the sites measured7. For instance, neutron 
activation analysis (NAA) of the abdomen epidermis records iron con-
centrations of 90.245.2 µg g-1 in groups of healthy individuals7. There is 
also a wide variation in skin iron concentrations for different skin disease 
conditions and between individuals with the same disease7. Regardless of 
these differences, analysis of iron functions suggests that extreme concen-
trations can be damaging; high iron levels can cause cell death, whereas 
low levels impair wound healing. 

At one end of this spectrum, iron can be toxic to cells due to reactive ox-
ygen species (ROS) generated via the Fenton reaction1. In this reaction, 
ferrous iron (Fe2+) reacts with hydrogen peroxide to generate ferric iron 
(Fe3+), hydroxide, and a hydroxyl radical8. Subsequently, ferrous iron can 
be regenerated via the superoxide-driven Fenton reaction8. Thus, low 
amounts of iron can power the Fenton reaction via this redox cycling 
(Figure 2)8,9. The combination of high iron and abundant ROS can drive 
ferroptosis, a non-apoptotic programmed cell death that triggers the re-
lease of inflammatory immunogenic intracellular molecules and induces 
necroinflammation10. Mitochondria are a major source of ROS, as altered 
mitochondrial DNA upon cell damage increases the production of these 
small molecules11. In fact, it was found that mitochondrial alterations 
within wound fibroblasts can impede the healing process by affecting nu-
clear transcription events, motility, and growth11. Although ROS can be 
beneficial in combatting invading microbes, they are detrimental to the 
host at high concentrations upon prolonged periods as this perpetuates a 
non-healing state1,11. Thus, local iron regulation is vital for homeostasis. To 
avoid the buildup of this waste product, labile iron can be released from 
keratinocytes10. The iron released into the extracellular environment mini-
mizes intracellular oxidative damage1. Additionally, intracellular iron stor-
age proteins such as ferritin, and iron-regulatory proteins (IRPs), which 
are transcriptional regulators of iron-associated proteins, can regulate 
labile iron availability independently of systemic iron control such as to 
avoid toxicity12. 

At the other end of the spectrum, there is evidence suggesting that low iron 
levels can also be detrimental to skin regeneration1. For example, in a com-
parative study, Sprague-Dawley rats were made anemic by weekly bleeding 
for 6 weeks and were fed a low-iron diet13. These rats were wounded by lap-
arotomy incisions and the wound tensile strength was assessed 7 days later 
by the Howes method, which measures the force required to pull apart a 
segment of wound13,14. It was found that the healing rate in iron-supple-
mented rats was on average twice as strong than in the low-iron group, 
as measured by wound tensile strength13. Additionally, there is evidence 
suggesting that increased local iron levels can be beneficial in wound heal-
ing15. For instance, lactoferrin is a glycoprotein that binds iron when it 
is released by glandular epithelial cells into various body fluids such as 
maternal milk, saliva, tears, and mucosal secretions15. When lactoferrin is 
present in infected tissues and pus, it locally concentrates iron which raises 
the initial levels of inflammation after injury, increases cell proliferation 
and recruitment, and enhances fibroblast-mediated collagen contraction15. 
Similarly, it was also found that iron concentrations were enhanced in an-
imal wound-healing models compared to baseline16. Lewis rats were sub-
jected to dorsal biopsy punctures, and the levels of iron were measured at 
various time points after injury via inductively coupled plasma mass spec-
trometry (ICP-MS) to assess the levels of iron at different healing stages16. 
The levels of iron recorded peaked during the proliferation phase which 
involves keratinocyte migration to the surface of the wound, granulation 
by fibroblasts, and neovascularization16.  Thus, in some cases, iron can be 
an essential element for healing. 

The studies described in this section indicate that neither iron-overload 
nor iron-deficiency is beneficial to our skin. The evidence summarized in 
this section is somewhat contradictory as elevated iron levels can poten-
tially be toxic to cells due to ROS, but normal wound healing in rodents 
depends on iron abundance. This suggests an optimal level of iron must 
be maintained in the body under normal conditions and upon injury to 
promote healing.  

Hepcidin Control of Myeloid Cells in Infection

To better understand how the iron levels in the body are balanced, outlin-
ing its regulators is vital. Hepcidin is the iron-regulating hormone. This 
peptide is encoded by the HAMP gene, and it is mainly secreted by hepato-
cytes2. Hepcidin engages different interference mechanisms to promote 
the accumulation of iron inside cells and reduce iron export. It can either 
downregulate the expression of ferroportin—the only known iron-export-
ing membrane protein—and stimulate its degradation, or at higher plas-
ma concentrations, hepcidin can directly block the efflux of iron through 
ferroportin5,17. These functions have established hepcidin as an integrative 
regulator of iron in the body. For instance, upon microbial exposure, the 
cytokine-rich environment resulting from infection will promote systemic 
hepatocyte-derived hepcidin production5. Under high hepcidin concen-
trations, iron will be sequestered inside the cells and its availability to in-
vading pathogens in extracellular fluids will be reduced4. 

Hepcidin is also starting to be understood as an important molecule on a 
local scale, particularly in the skin. For instance, keratinocytes have been 
established as local modulators of hepcidin and as immunomodulatory 
cells during skin infections18. Indeed, histological staining of cross-sec-
tional human skin biopsies has shown that keratinocyte production of 
hepcidin is increased in patients with cutaneous Group A Streptococcus
(GAS) infection, compared to healthy patients18. Infections with GAS are 
the most common cause of necrotizing fasciitis (NF), which has a 35% 
mortality rate, so investigating the effect of iron on immune responses is of 
particular interest for this condition18. In a pioneer study done by Malerba 
et al. (2020), GAS NF was used as a model of skin infection to investigate 
the control of iron upon microbial attack18. Mutant mouse models with a 
keratinocyte-specific knockout in the HAMP gene were engineered. The 
mutant mice showed unchanged systemic iron parameters compared to 
normal mice, indicating that keratinocyte-derived hepcidin does not play 
a role in systemic iron control, which is mainly controlled by hepcidin-de-
rived hepatocytes. However, the mutant mice did not secrete hepcidin in 
the infected tissue, whereas wild-type mice did. This result demonstrates 
that hepcidin stains in skin tissue of patients infected with GAS are a prod

Figure 2. Generation of ROS via the Fenton reaction and the 
related superoxide-anion driven Fenton chemistry 3,4.
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uct of keratinocyte secretion rather than systemic production by hepato-
cytes. Additionally, local hepcidin injection in the infected mice prevented 
the progression of a systemic disease, further emphasizing this peptide’s 
antimicrobial role. Thus, hepcidin may be a marker for NF as it is upreg-
ulated in patients with this condition, and this iron-regulation hormone 
may also have protective roles against pathogens in skin infections as its 
presence is associated with a lower disease burden18. 

Interestingly, the therapeutic effects of hepcidin are lost in mice with 
knockouts in the CXCL1 gene, the functional homologue of human IL-
818. This is because hepcidin prevents the dissemination of GAS infection
via a chemokine-dependent pathway18. The IL-8/CXCL1 chemokines are
known as chemotactic factors that recruit neutrophils and other granulo-
cytes18. The pro-inflammatory cytokine CXCL1 is secreted by keratino-
cytes upon hepcidin binding to the corresponding surface receptor ferro-
portin18. Subsequently, this chemokine recruits and activates myeloid cells 
that play an essential role in the innate immune response upon infection
or injury (Figure 3)18-20. A defect in chemokine secretion by keratinocytes
results in a failure to limit the spread of a microbe from a localized infec-
tion to a systemic one18. Additionally, both neutrophils and macrophages
in subcutaneous compartments can secrete hepcidin upon recognition of
microbial antigens in a TLR-4 dependent manner19. Indeed, mice mutants 
in this pattern recognition receptor cannot induce hepcidin production
upon exposure to GAS 19. The details of this relationship have not yet been 
characterized, but it appears that keratinocytes and myeloid cells can pro-
tect our body from serious infections via a hepcidin-mediated regulatory
feedback loop (Figure 3).

It is also possible that the relationship between iron and innate immune 
cells is more complex due to the presence of various iron-binding factors. 
For instance, the genetic deletion of ferroportin on macrophages will in-
duce the retention of intracellular iron and affect various steps of skin ho-
meostasis and repair such as stromal cell proliferation, angiogenesis, and 
fibrogenesis21. This is hypothesized to be a result of defective iron redistri-
bution to neighboring cells, highlighting the importance of macrophages 
in skin regeneration21. Iron is also essential for the tissue repair functions 
of macrophages as the accumulation of this metal will induce the differen-
tiation of macrophages into an M2 pro-healing phenotype that produces a 

high level of wound-healing chemokines22. Additionally, neutrophils have 
been shown to depend on the iron-binding lactoferrin protein for their 
characteristic oxidative bursts23. This functional response releases potent 
antimicrobial ROS into the environment, contributing to host defense23. 

Overall, hepcidin is an interesting candidate for the treatment of infections 
such as NF because it can provide protective effects against microorgan-
isms by interacting with the surface receptors of immune cells and because 
hepcidin is able to camouflage itself from the invading microbes which 
lack a direct defense against hepcidin. It is also important to not overlook 
the importance of other iron-binding proteins and cell types, as these can 
greatly contribute to both innate immune modulation and tissue repair. 
Although more research must be done to characterize the self-regulatory 
mechanism of hepcidin in peripheral tissues, it can be hypothesized that 
the metabolism of iron in the skin is controlled by proximal cells, such as 
neutrophils, macrophages, and keratinocytes, and by locally secreted fac-
tors such as hepcidin, CXCL1/IL-8, and iron-associated factors. 

Iron Chelators as Therapeutic Agents in Skin 
Infections

Iron chelators are synthetic or microbe-derived molecules that strongly 
bind iron via various chemical interactions4. There are multiple iron che-
lators that have long been approved for clinical use—Desferrioxamine 
(DFO), Deferiprone (DFP), and Deferasirox (DFX) are a few examples4. 
These diversely structured molecules will sequester the iron metal and 
enable its excretion through urine or feces24. Iron-chelation therapy is 
primarily used to treat patients with iron-overload diseases which can be 
either genetic or acquired24. 

In clinical applications, the rationale for iron chelator therapy is analogous 
to how our bodies naturally mount a biological defense upon infection. 
Chelators will bind labile iron and reduce its accessibility to the invad-
ers in the extra-cellular environment4. For example, DFX is a bidentate 
oral chelator with protective effects against Candida albicans infection4. 
Alternatively, the tridentate chelator DFP was shown to have beneficial 
effects in wound healing upon topical application in rodents, and in treat-
ing biofilms on surgical wounds of in vitro models of multi-drug resistant 
bacteria such as Staphylococcus aureus and Pseudomonas aeruginosa25,26. 
A synthetic hydroxypyridinone-containing anti-microbial polymer called 
DIBI is another example of a promising iron chelator when tested in vivo. 
In fact, it was found to have a dose-dependent attenuation of S. aureus 
infection27. This bacterium accounts for 84% of wound infections, half of 
which are methicillin-resistant staph aureus (MRSA)27. When applied to 
the skin, DIBI reduced total bacterial titer and overall inflammation. This 
compound reduces the availability of iron to the pathogen and is particu-
larly potent at fighting infections by enhancing the activity of the antibiotic 
it is combined with27. 

However, not all iron-chelators are good candidates: DFO—a hexaden-
tate chelator—is not ideal for infection treatments, as it is derived from 
the Streptomyces bacterium, and it can be exploited by pathogens to fa-
vor their proliferation4. Furthermore, iron chelators are not yet used on a 
large scale for infection treatment because they are potentially toxic to cells 
and require high physiological concentrations to exert their therapeutic 
effects27. Additionally, it is hypothesized that local iron chelation can have 
an impact on the immune capacity of tissues by impeding ROS production 
4. As previously established, reduced ROS can be either beneficial in tissue 
healing or disadvantageous in pathogen killing. There is great debate over
the effect of chelators on the susceptibility to infections, especially after
intravenous administration due to potential tissue toxicity28.  In general,
topical application of any therapy reduces toxicity compared to systemic
administration. Thus, local treatment of skin infection using iron chelators 
could present fewer risks, but the effects remain unclear.

Iron chelation therapy has great potential for its alternative application in 
infection control due to its indirect antimicrobial capacity and its anti-in-
flammatory potential. However, before it can be implemented as a stan-
dard treatment, we must first establish the adverse effects of the diverse 
chelators upon topical application and their chemical interactions with 

Figure 3. Regulatory feedback loop of hepcidin production 
and myeloid cell recruitment 5-7.
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different species of bacteria. Until then, it is recommended that the clinical 
use of iron chelators is done in a patient-specific and time-sensitive man-
ner such as to minimize the dosage and avoid adverse effects28.

Conclusion

The complex relationship between global iron homeostasis and local iron 
control is not entirely understood. Although the liver is responsible for the 
systemic control of iron levels in cells and fluids via hepcidin secretion, 
it does not account for local adaptive changes. The major research con-
tributions described in this paper highlight the significance of local iron 
regulation in epidermal wound healing, the role of keratinocytes and my-
eloid cells in infection control via hepcidin and chemokine secretion, and 
the potential anti-microbial use of topical iron chelators. Analysis of these 
selected topics reveals that maintenance of iron levels within an interme-
diate range is essential for the homeostasis of tissue and organs, and that 
many innate immune cell functions are affected by iron and its associated 
factors. The vast role of iron in physiological functions renders it a critical 
subject of investigation with respect to skin conditions.
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At Once Friends and Foes: Myeloid-Derived 
Suppressor Cells in Human Tuberculosis 

Angela Nelson1

Abstract

Mycobacterium tuberculosis (Mtb) is the causative agent of human tuberculosis (TB) disease. In chronic in-
fections such as TB, consistent pro-inflammatory signalling promotes the generation of myeloid-derived 
suppressor cells (MDSCs). MDSCs are innate immune cells that are further divided into polymorphonuclear 
(PMN-MDSC) and monocytic (M-MDSC) subtypes on the basis of their morphology. These cells exert immu-
nosuppressive effects on other immune cell types, thereby protecting the integrity of the lung tissue from 
damage caused by dysregulated Mtb. However, this comes at the expense of containing the Mtb infection. 
MDSCs’ unique double-edged role makes them an attractive target for host-directed TB therapeutics. This 
review aims to summarize current knowledge on the role of MDSCs in TB.

Introduction

Before the COVID-19 pandemic, Mycobacterium tuberculosis (Mtb) was 
the deadliest single infectious agent worldwide. In 2021, 1.6 million people 
died from tuberculosis (TB)1,2. Mtb is transmitted from person to person 
through aerosolized droplets that travel through the respiratory tract to 
the alveoli of the lungs, where it begins to replicate3. If the host’s immune 
system can contain the infection without eliminating it, this is considered 
a latent TB infection (LTBI); Mtb will not cause symptoms nor spread to 
others4. There are two types of active TB disease: primary TB and TB re-
activation. In the former, the host will produce an inadequate immune 
response to control bacterial replication. They will then become symptom-
atic and may spread Mtb5,6. In the latter, immunosuppression will allow 
a previously contained infection (LTBI) to spread. This could be due to 
physical damage to the lung tissue, taking immunosuppressant drugs, or 
HIV co-infection7,8. Standard treatment for TB disease is a combination 
of antibiotics and usually lasts 4-9 months9. First-line treatment has an 
85% success rate with strict adherence to the regimen9. As patients initiate 
second- and even third-line therapy, the risk of their infection becoming 
drug-resistant increases9. Drug-resistant cases of TB are difficult to treat, 
and the financially and physically taxing treatment regimen can engender 
compliance issues among patients, leading to worse health outcomes10. 

With antimicrobial resistance on the rise and precious few antibiotics in 
development, new strategies to combat TB are necessary. A better under-
standing of the immune response to Mtb could lead to the development 
of host-directed therapeutics such as vaccines. An emergent immune cell 
type in TB disease is the myeloid-derived suppressor cell (MDSC)11. Orig-
inally studied in cancer, these cells have potent immunosuppressive activ-
ity12. This review aims to describe an updated understanding of MDSCs’ 
role in TB as both a protective and pathogenic cell type, at once limiting 
tissue damage and preventing Mtb clearance.

Methods

This review was conducted on PubMed and Google Scholar with the 
search terms, (“Tuberculosis” OR “Mtb”) AND (“myeloid-derived sup-
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pressor cell” OR “MDSC”). The most recent review in the field of MDSCs 
in TB was published in April 2019 by Magcwebeba et al.11. Thus, the search 
period was adjusted to include papers published since 2019. Primary re-
search articles were vetted for relevance to the topic, and additional back-
ground information on immunology and/or Mtb was located in primary 
research articles’ citations, reputable reviews, or public health/government 
organizations’ websites. 

Myeloid-derived suppressor cells

MDSCs are a heterogeneous collection of immature neutrophils and 
monocytes13. As implied by their name, MDSCs originate in the bone 
marrow (myeloid) and have potent immunosuppressive activity13. My-
eloid cells are a part of the innate immune response, which is typically 
activated in response to danger-associated molecular patterns (DAMPs) 
and pathogen-associated molecular patterns (PAMPs) through a series of 
pattern-recognition receptors (PRRs), of which the most prominent are 
toll-like receptors (TLRs)14. 

Innate immune cells are recruited to the site of immunological threats by 
the release of attractant cytokines by damaged cells. Myeloid cells will then 
help clear pathogens through degranulation or phagocytosis15.

Macrophages, dendritic cells (DCs), and monocytes are all phagocytes; 
they will ingest target particles into the phagosome, a specialized vacuole, 
which will then mature to become the phagolysosome16. This organelle 
contains digestive enzymes to degrade the ingested particles16. 

Neutrophils are the most abundant type of granulocytes, but they are also 
capable of phagocytosis17. In addition, they may release a neutrophil ex-
tracellular trap (NET), composed of the DNA contents of the neutrophil 
coated in cytoplasmic and granular proteins, with the goal of containing 
pathogens17. 

MDSCs develop in prolonged states of inflammation, such as in cancer, 
persistent infections (e.g., active TB), sepsis, and autoimmunity13. In these 

Keywords.
Myeloid-derived suppressor cells, 
Tuberculosis, Immunity

Email Correspondence

angela.nelson@mail.mcgill.ca

Submitted: 12/20/2022

Accepted: 03/14/2023

Published: 03/26/2023

https:// doi.org/10.26443/msurj.v18i1.189

© The Author. This article is 
published under a CC-BY license:
https://creativecommons.org/licenses/by/4.0/



Volume 18 | Issue 1 | March 2023 Page B11

conditions, bone marrow precursors are consistently exposed to myeloid 
growth factors and inflammatory signals, such as granulocyte-macrophage 
colony-stimulating factor (GM-CSF), macrophage colony-stimulating fac-
tor (M-CSF), IL-1β, IL-6, and cellular stress signalling18. MDSCs are main-
ly classified into two subtypes: granulocytic/polymorphonuclear MDSC 
(PMN-MDSC) and monocytic MDSC (M-MDSC), which have granu-
locytic and monocytic myeloid precursors, respectively18. PMN-MDSCs 
share cell surface markers with neutrophils (CD11b+CD14−CD15+/
CD66b+) but PMN-MDSCs have lower density than neutrophils and dis-
tinct functionality19. M-MDSCs are CD14+CD15−HLA-DRlo/–, and they 
are distinguished from monocytes by low major histocompatibility com-
plex class II (MHC-II) expression18. These methods of differentiating MD-
SCs from their brethren cell types are not infallible, however, and more 
accurate ways of characterizing MDSCs is an active area of research. 

In patients with TB, MDSC subtype frequency has been found to be asso-
ciated with disease severity; MDSCs generally are found more frequently 
in peripheral blood of patients with active TB versus LTBI20. Within the 
group of patients with active TB, however, those with lower disease sever-
ity score had increased proportions of PMN-MDSCs compared to those 
with high disease severity score20. These findings imply that MDSCs are 
not strictly pathogenic, and the PMN-MDSC subtype in particular may 
have a protective role in active TB20,21. 

Insults in the lung will induce the activation of an inflammatory state 
termed the inflammasome22. In its acute form, this state aids in the clear-
ance of insults and preservation of lung function23. In a prolonged Mtb 
infection, immune activation can be pathogenic. The inflammasome is 
first induced by PRR sensing of PAMPs or DAMPs, then leading to the 
cleavage of pro-Interleukin-1β (pro-IL-1β) to its active form, Interleukin-1 
(IL-1β)22. IL-1β is highly inflammatory and drives fibrosis in the lung; ex-
cessive fibrotic tissue will impair respiration24. As well, Mtb-infected mac-
rophages release inflammatory cytokines tumour necrosis factor (TNF) 
and Interleukin-6 (IL-6), as well as attractant chemokines which recruit 
other inflammatory cell types, including monocytes, neutrophils, natural 
killer cells, and T cells25. All of these cell types have been shown to produce 
matrix metalloproteinases (MMPs)26. Excessive production of MMPs will 
degrade the extracellular matrix (ECM) to the point of outpacing tissue 
regeneration and lead to the formation of cavities in the lung (cavitation)26. 
The induction of MDSCs, particularly PMN-MDSCs, is likely a homeo-
static mechanism to limit inflammation and preserve lung function. Con-
versely, the dampened immune response might compromise the contain-
ment of Mtb and result in TB reactivation. 

Human immunity against Mtb

In the typical response to Mtb, DCs encounter and phagocytose Mtb at the 
site of infection, then migrate to the lymph node to present Mtb antigens 
to naïve CD4+ T cells with T cell receptors (TCRs) specific to the Mtb anti-
gen. Once activated by this interaction, Mtb-specific CD4+ T cells expand 
and mature and begin to produce pro-inflammatory cytokines; IFN-γ is 
of particular importance in anti-Mtb immunity, as it is responsible for ac-
tivating macrophages27. Alveolar macrophages (AMs) reside in the lung 
and are one of the first points of immune contact for Mtb. However, they 
are less effective in clearing Mtb via phagocytosis than interstitial macro-
phages (IM), which are recruited later in the response to infection28. 

CD8+ T cells, or cytotoxic T cells, may also directly kill Mtb by produc-
ing the cytolytic protein granulysin29. CD4+ and CD8+ T cells are both 
typically activating cell types. T regulatory cells (Tregs) are key players in 
negative immune regulation30. In short, Tregs release anti-inflammatory 
cytokines and bind other immune cells’ receptors to diminish or complete-
ly shut down their function31.

When the immune system cannot clear Mtb infection, the next best thing 
is to limit bacterial spread by walling it off. Innate and adaptive immune 
cells will aggregate into a structure called the granuloma32. The granuloma 
is duplicitous as it prevents Mtb from spreading further, but also provides a 
niche which cannot be accessed by incoming immune cells, thus allowing 
Mtb to replicate within32. This structure is common in LTBI33; the patient 

may continue without symptoms indefinitely, provided a lapse in immuni-
ty does not occur, in which case Mtb may be reactivated7.

MDSCs’ suppression of T helper function

In persistent Mtb infection, the frequency of MDSCs in peripheral blood 
correlates negatively with T cell responsiveness to Mtb antigens34. An 
emerging body of evidence favours a causal relationship, as MDSCs pro-
duce factors that impede T cell functionality. 

M-MDSCs, like macrophages, can produce nitric oxide (NO). However,
where macrophages’ NO production acidifies the phagolysosome and
promotes Mtb lysis, MDSCs’ NO production also mediates T helper cell
suppression, and thus can promote Mtb survival35. In patients with ac-
tive TB, MDSCs highly express inducible nitric oxide synthase (NOS2),
an enzyme that synthesizes NO36,37. High levels of NO will nitrosylate the
TCR and promote the degradation of its zeta-chain. Without a complete
TCR, T cells have impaired antigen recognition and, because of this, will
not effectively respond to immunological threats38. PMN-MDSCs express
reactive oxygen species (ROS) to a similar effect37,39. However, in chronic
infection, PMN-MDSCs’ anti-immune function may be beneficial to curb
tissue damage inflicted by the prolonged immune response20.

MDSCs from active TB patients also express arginase-1 (ARG1), an en-
zyme that depletes L-arginine37,40. The amino acid L-arginine is essential 
to T cell fitness and survival—without it, T cells have diminished cytokine 
production, proliferation, and expression of the TCR41,42. 

TB patients’ MDSCs have also been shown to increase CD62L expression 
in T helper cells, although the mechanism is unclear43. CD62L is a cell 
surface marker that promotes T cell trafficking to the lymph nodes44. This 
marker is usually found on naïve T cells, and shedding CD62L is a critical 
step in their maturation, i.e., activation44. This finding could either imply 
that MDSCs are preventing T cell maturation or that they are inducing 
mature T cells to begin expressing CD62L once again, impeding their abil-
ity to localize to the lung.

In a nonhuman primate study of TB, researchers found that MDSCs 
from macaques with active TB expressed interleukin-10 (IL-10) and pro-
grammed death-ligand 1 (PD-L1) at significantly higher levels than MD-
SCs from healthy controls and macaques with LTBI45. IL-10 is an anti-in-
flammatory cytokine that can act on many cell types46. It can first prevent 
dendritic cells from trafficking to the lymph node, which is a crucial step 
to T cell activation46. Further, IL-10 can directly impact CD4+ T cells by 
inhibiting proliferation and inflammatory cytokine production, one of 
which is IFN-γ—as a downstream effect of MDSCs’ IL-10 production, 
macrophage activation will be hindered46. IL-10 will also act more imme-
diately on macrophages by inhibiting a bactericidal phenotype and antigen 
presentation capabilities46. The same effect of IL-10 is seen in monocytes46. 
Upon TCR stimulation, T helper cells express programmed cell death pro-
tein 1 (PD-1), which binds PD-L147. The PD-L1/PD-1 interaction inhibits 
the activation, proliferation, and survival of all T helper cells. In the CD8+ 
subset, this interaction inhibits cytotoxic secretion48. In a healthy individ-
ual, this mechanism serves to prevent pathological immune activation, 
where T cells continue to respond to and generate inflammatory signals to 
an immunological threat that no longer exists and thereby cause damage 
to the host. Additionally, MDSCs’ PD-L1 expression could be directed at 
maintaining the hypoxic environment of the granuloma; when peripheral 
blood mononuclear cells (PBMCs) were infected with Mtb and then treat-
ed with anti-PD1 immunotherapy, TNF-α was secreted in excess, and this 
increased Mtb growth49.  

MDSCs would require close proximity to T cells to inhibit them through 
the PD-L1/PD-1 interaction, as well as through production of NO, NOS, 
ARG1, and IL-1050. A non-human primate model of TB showed that T 
cells surround the granuloma, and a similar model placed MDSCs at the 
same location45,51. This localization both supports MDSCs’ ability to exert 
immunosuppressive functions on T cells, as well as their support of the 
hypoxic granuloma.
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On the basis of similar findings in cancer, MDSCs have also been pro-
posed to induce Tregs in TB12. Tregs are present in significantly higher fre-
quencies in the blood of patients with active TB and LTBI than in healthy 
controls, but MDSCs have yet to be proven to be implicated in this phe-
nomenon52.

Phagocytosis and metabolic changes

Mtb may evade immune detection by persisting intracellularly in the pha-
gosomes of macrophages, particularly in the granuloma53. Once infected 
with Mtb, macrophages in the granuloma switch from glycolysis to lipid 
metabolism—this shift promotes the accumulation of intracellular lipid 
droplets (LD), which then favours further differentiation into “foamy” 
macrophages. Mtb can then use the fatty acids (FAs) and cholesterol con-
tained in foamy macrophages’ LDs as an energy source54. Whether this 
metabolic shift is a protective mechanism to curb Mtb growth or is some-
how induced by Mtb to provide itself with an energy source is contentious, 
as the molecular mechanism of this change during TB is unknown55.

As M-MDSCs share phagocytic abilities and a myeloid ancestor with mac-
rophages, it has been hypothesized that they may also harbour Mtb and 
undergo similar metabolic changes. A recent study with M-MDSCs from 
TB patients showed that this cell subset had increased expressions of sol-
uble proteins and cell surface markers involved in phagocytosis and that 
these proteins and markers significantly decreased after disease treatment, 
suggesting that M-MDSCs have increased phagocytic abilities in Mtb in-
fection56. 

Moreover, proteins in the signalling pathway regulating the metabolic 
switch and LD formation are also upregulated in TB, and research in can-
cer found that immunosuppressive MDSCs rely primarily on lipid metab-
olism for their energetic demands39. This evidence suggests a metabolic 
dimension of MDSCs’ pathogenicity, but no study has shown either Mtb’s 
inhabitation of M-MDSCs or MDSCs’ switch to lipid metabolism in TB.

Conclusion

The interplay between Mtb and the immune system is multifaceted and 
complex. Myeloid-derived suppressor cells have surfaced as important 
players in this interaction in recent years, after their discovery in cancer. 
These cells of myeloid origin are induced in response to chronic inflamma-
tion and dampen T helper cell function through the sequestration of L-ar-
ginine and the release of NO, ROS, and soluble factors. This homeostatic 
balance is delicate, and if the infection is not resolved, long-term immu-
nosuppression enables Mtb growth. Although intended to preserve lung 
function, MDSC induction can be ultimately detrimental to the host. To 
add another shade of nuance to this picture, MDSC subtypes, PMN-MD-
SCs and M-MDSCs, seem to have differing pathogenicity; PMN-MDSCs 
have been implicated in a more protective role, while M-MDSCs are hy-
pothesized to alter their metabolism to provide nutrients for intracellular 
Mtb bacteria, promoting their growth and sheltering them from immune 
detection.

The picture, however, is not complete. On the basis of findings in cancer, 
additional immunosuppressive mechanisms of MDSCs have been pro-
posed, such as killing DCs and inducing Tregs, but they have not been 
validated in TB39. As well, no research has probed MDSCs’ interactions 
with other TB-relevant members of the innate immune compartment, that 
is, macrophages, natural killer cells, DCs, and neutrophils57. Finally, the 
hypothesized intracellular infection with Mtb and altered metabolism of 
M-MDSCs, although well-supported, remains a hypothesis. More research 
is required before M-MDSCs can be seriously considered as a target for
therapeutic intervention to limit niche availability for Mtb, be that through 
inhibition of phagocytosis or of their hypothesized metabolic reorganiza-
tion. PMN-MDSCs would be less immediately effective in Mtb clearance,
but their immunoregulatory abilities could be harnessed to improve out-
comes of chronic infections.
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Abstract

Chemotherapy resistance is a recurring challenge in cancer treatment, with specific bacteria impairing the ef-
fectiveness of certain chemotherapies. This study reviews three bacteria and their impact on chemotherapy
drugs: Mycoplasma and gemcitabine, Fusobacterium nucleatum and oxaliplatin, bacterial β-glucuronase and
irinotecan. Bacteria can have wide-ranging effects on cancer treatment; for instance, they may affect drug
metabolism, alter toxin conversion, and encourage cancer growth. Whilst the presence of these bacteria was
found to have a detrimental effect on the efficacy of chemotherapy treatment, we also consider wider interac-
tions and interdependencies of the microbiota with drug treatments. Some cancer therapies depend on the
delicate balance of the microbiome whilst simultaneously disrupting it by their very nature, particularly when
antibiotics are introduced. Further research into the complex relationship between bacteria and the tumour
micro-environment is needed. Treatments that focus on the immune-oncology microbiome axis or that ex-
plore genetic predisposition through the use of biomarkers could also support a more personalised approach.

Introduction

Cancer presents an ongoing health burden globally, with an estimated
19.3 million new cases and 10 million deaths in 20201; it is estimated to
be the first or second leading cause of death in 112 countries2. Ageing
populations contribute to this incidence rising by 47% by 20401, with
early diagnosis and treatment considered key to improving prognosis and
survival.

Chemotherapy has become a well-established cancer treatment since
its initial use in the treatment of non-Hodgkin’s lymphoma in the 1940s.
It is frequently employed alongside other interventions including surgery,
radiotherapy, and more recently immunotherapy3. Chemotherapy is
usually administered intravenously or orally4, and uses cytotoxic or cyto-
static drugs that can interfere with the cell cycle, preventing cell division
and proliferation. These can include mitotic inhibitors, topoisomerase
inhibitors, alkylating agents, cytotoxic antibiotics, and antimetabolites5.
Chemotherapy targets non-specifically, so the maximum tolerated dose
(MTD) needs to be high enough to be toxic to the cancerous cells without
being excessively detrimental to a patient’s quality of life6. Chemotherapy
drug mechanisms depend on various factors such as the nature and
location of the tumour. For example, nucleoside analogues such as
gemcitabine are taken up through the cell membrane, and they disrupt
DNA/RNA synthesis, and either halt the cell division cycle and prevent
further cell proliferation (cytostatic), or cause lethal damage leading to
apoptosis (cytotoxic)7.

However, chemotherapy resistance represents an ongoing challenge8,9 and
frequently results in recurrence of the disease and reduced survival rates10.
Bacterial interactions with chemotherapy drugs have been identified as a
potential factor that may reduce the effectiveness of existing treatments9,11.

Gemcitabine andMycoplasma

Gemcitabine is a commonly prescribed nucleoside analogue antimetabolite
chemotherapy prodrug primarily used to treat solid tumours in pancreatic,
lung breast, blood, ovarian, bladder and non-small-cell lung cancers12.
As a hydrophilic drug, it is transported across the cell membrane by
nucleoside transporters, phosphorylated by deoxycytidine into its active
form as gemcitabine triphosphate, and finally incorporated into DNA and
RNA12. It cross-primes CD8+ T cells whilst suppressing myeloid-derived
suppressor cells (MDSCs), which can otherwise act to downregulate
adaptive immune T cell responses13. It enhances antigen presentation,
downregulating checkpoint molecules and inducing tumour cell apop-
tosis through various pathways14. Although chemotherapy is generally
associated with immune suppression, gemcitabine has also been shown to
support an adaptive immune response14,15.

Gemcitabine has been found to be metabolised into an inactive form
at solid tumour sites by a long form cytidine deaminase enzyme produced
by Mycoplasma, a gammaproteobacteria, which renders the treatment
less effective or ineffective5,9,16,17. Higher Mycoplasma infection rates in
late-stage cancerous tumour samples compared to benign tissue infections
were found in 76% of cancerous pancreatic cells compared to 15% of
healthy pancreatic tissue samples9; 100% of surgically removed lung
tissue was also found to be infected16. A higher ratio of Mycoplasma
infection was found in stage 3-4 gastric cancer samples compared to stage
1-2 gastric cancer samples7. This higher occurrence of Mycoplasma in
tumorous tissue is not yet fully understood5. The preferential colonisation
of bacteria observed in these studies could arise from the nutrient-rich
microenvironment of the tumour due to necrosis7 or hypoxic anaerobic
conditions18. Although mycoplasmas usually prefer an aerobic environ-
ment, they can also function in the anaerobic environment found in dead
or dying tissue. This environmental transition, which is often observed
in necrosing tumour tissue, can cause increased production of bacterial
toxins and provoke an immune response; the ensuing inflammation may
also contribute to chemotherapy resistance19.
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It is also thought that Mycoplasma has carcinogenic properties and may
contribute to malignant transformations and metastasis20 through the
induction of chromosomal instability, oncogene overexpression, growth
factor production, and apoptosis prevention7. This raises questions about
cause and effect, and whether the bacteria is attracted to the environment
of an existing tumour as an opportunistic resident, or if it is a causative
agent for the tumour21.

The bacterial-mediated tumour resistance of gemcitabine is not limited to
Mycoplasma; thirteen of the twenty-seven types of gammaproteobacteria
were found to eradicate the effects of the drug9. Escherichia coli and
γ-amastigotes are also associated with gemcitabine resistance11,17,18. As
Mycoplasma is far from being an isolated case, the broader range of bacteria
interacting with cancer treatments may have far reaching implications as a
subject for further research.

The administration of gemcitabine with antibiotics such as levofloxacin
hydrate, cefdinir, ciprofloxacin, and meropenem hydrate has proven useful
in improving treatment efficacy by eradicating bacteria17,22,23.

Oxaliplatin and Fusobacterium nucleatum

Oxaliplatin is a platinum analogue of diaminocyclohexane11, commonly
used to treat cancer of the intestines, stomach, pancreas, and oesophagus. It
is often administered in combination with other chemotherapy drugs such
as cisplatin. Oxaliplatin’s anti-tumour activity relies on the production of
reactive oxygen species (ROS) in myeloid cells, which is stimulated by the
gut microbiota. Gut microbes can prime tumour-infiltrating myeloid cells
via the MYD88-dependent pathway for ROS production in response to
chemotherapeutic drugs5,11.

Increased ROS levels are indicative of oxidative stress. This leads to
oxaliplatin genotoxicity, inhibiting the synthesis of RNA and DNA.
Immunologic reactions are also triggered, with the release of tumour
antigens and the translocation of calreticulin phagocytic markers to the
cell surface. These promote danger-associated molecule pattern (DAMP)
secretions, such as HMGB1 and ATP, which bind to receptors that pro-
mote thematuration of death cells and tumour-specific CD8+T-cells5,11,14.

Commensal bacteria and microbial metabolites also support oxali-
platin effectiveness by bolstering the immune system. Immunogenic
bacteria such as Bacteroides fragilis and Erysipelotrichaceae work syn-
ergistically with antigenicity from epithelial cell apoptosis induced by
oxaliplatin to stimulate B cell activation. Butyrate, a microbial metabolite,
can enhance oxaliplatin efficacy by activating B cells and cytotoxic CD8+
T cells5.

Given that an intact microbiome is essential to the functioning of
platinum drugs such as oxaliplatin7, gut microbiota disruption can
contribute to chemotherapy resistance or failure. The use of antibiotics
can interfere with the microbiome, reducing immune cell mediation of
tumour suppressors and pro-inflammatory responses11,18. Therefore,
care should be taken when prescribing antibiotics and other additional
medications alongside oxaliplatin to avoid reducing bacterial diversity,
removing beneficial microbes, and having a potential detrimental impact
on treatment responses5,24.

Although the microbiome plays an important role in oxaliplatin ef-
ficacy, other types of bacteria can also have a detrimental effect on
chemotherapy patients. Fusobacterium nucleatum is found to be more
prevalent in colorectal cancer patients and is associated with worse prog-

nosis15 and greater colorectal tumourigenesis. This is due to FadA adhesin
and E-cadherin interactions; it induces oxaliplatin chemoresistance by
activating toll receptors and switching cell pathways from apoptosis to
autophagy, resulting in tumour cell survival18,25,26. F. nucleatum also
contributes to mechanical hyperalgesia, causing sensitivity and pain
response in the patient as a dose-limiting complication26. These factors
all contribute to the limited effectiveness or failure of oxaliplatin as a
chemotherapy cancer treatment, and antibiotics are not always a suitable
combination treatment due to the impact they can have on microbiome
balance22.

Irinotecan and β-glucuronase

Irinotecan is an antineoplastic semisynthetic water-soluble analogue drug.
It is S-phase specific, and inhibits DNA topoisomerase to interfere with
DNA replication, transcription, and repair. This causes fatal double-
stranded DNA breakage, leading to cell cycle arrest and apoptosis. It is a
broad-spectrum chemotherapeutic used mostly in solid tumours, includ-
ing in brain, gastric, colorectal, pancreatic, lung and ovarian cancers27.

Although considered an effective chemotherapy drug, irinotecan use
is problematic as it often comes with severe side effects28. These include
delayed diarrhoea (occurring more than 24 hours after administration,
generally 5 days), neutropenia (low white blood cell count and impaired
immunity), and sometimes an acute cholinergic reaction, resulting from
inhibition of acetyl-cholinesterase activity by irinotecan within the first 24
hours of treatment27,28.

These side effects are attributed to bacterial activity in the gastroin-
testinal tract. The active form of irinotecan, CPT-11, is administered
intravenously and converted by carboxylesterase 2 into the active product
SN-38, which subsequently activates anti-neoplastic activity and neu-
tropenia27. SN-38 is then detoxified in the liver by UGT1A1 through
hepatic glucuronidation to produce SN-38G29; however, upon excretion
into the gut, bacterial β-glucuronase converts the drug back into the
toxic SN-38 metabolite due the deconjugation and reactivation actions
of β-glucuronidase30. This causes gastric toxicity and intestinal mucosal
damage, which in some patients can be severe to life-threatening5,27,31.
This means drug dosage is often lowered or treatment ceased before the
end of treatment, rendering it less effective.

β-glucuronase inhibitors have proven useful alongside irinotecan to
limit bacterial β-glucuronidase activity and epithelial damage, as seen
in uronic isofagomine derivatives32. However, some studies have found
that suppressing this activity could produce a secondary SN-38 peak due
to enterohepatic recirculation, and the effect on CPT-11 anti-tumour
effectiveness is not clear29. Ciprofloxacin and other antibiotics have been
found to reduce this recycling effect33.

The microbiota-host-irinotecan axis has identified several supplementary
treatments to alleviate the side effects of irinotecan33. Benefits of probiotics
such as Bifidobacterium longum28,34 and Lactobacillus rhamnossus35 help
to regulate the gut microbiota, and faecal microbiota transplantation has
also been found effective28. Berberine, a plant-based supplement, has been
found to strengthen the gut lining, reduce inflammation, and increase
production of goblet cells36.

The ability to metabolise and clear irinotecan can vary ten-fold be-
tween patients, which has been partly attributed to polymorphisms in the
gene encoding UGT1A127. Genotyping for these mutations may help to
detect patients at high risk of irinotecan-induced gastric toxicity as a useful
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biomarker for a more personalised treatment37.

Discussion

Bacteria act as both a friend and a foe in chemotherapy treatment.
While balanced bacterial interactions are necessary for immune system
drug interactions7, some microbial interactions may also undermine
chemotherapy treatment and thus contribute to chemotherapy resistance
or failure. Examples include metabolising drugs before they can be
effective, as seen in Mycoplasma with gemcitabine5,9,16; acting as car-
cinogens as with Fusobacterium nucleatum and oxaliplatin18,20,25,26; and
producing toxins with side effects so severe that they are intolerable for
the patient such as with β-glucuronase with irinotecan27,28,30,31. Effects
vary even between strains of the same species of bacteria. Notably, the
non-enterotoxigenic strain of Bacteroides fragilis can enhance efficacy
of oxaliplatin while the enterotoxigenic strain of this bacteria promotes
colorectal cancer5.

Higher rates of bacterial infections in cancerous tumours7,9,16 suggest
either a causal relationship as a carcinogen20,21, an increased attraction of
bacteria to the tumour micro-environment6,11,16,18, or both; there is no
consensus as of yet5.

Much emphasis is placed on the immune-oncology microbiome axis5 and
the bi-directional actions of chemotherapy and the immune system11.
Effective chemotherapy treatment often relies on aspects of the immune
system functioning properly; this is in turn reliant on a balanced micro-
biome. Chemotherapy treatment can disrupt this balance, contributing
to chemotherapy resistance and failure30. This is seen for example in the
microbiota-host-irinotecan axis36.

Although antibiotics are useful for treating some cases of bacterial-
mediated resistance such as with gemcitabine23, these drugs are notorious
for causing gut dysbiosis and biome imbalance25,34, so caution must be
taken when prescribing these to immunocompromised chemotherapy
patients. An emphasis on complementary treatments such as probiotics
and faecal microbiota transplants can be a supplementary way to support
the immune system as well as the natural balance of the gut, particu-
larly where platinum drugs such as oxaliplatin and irinotecan are being
used28,34,35,36,38.

Understanding an individual’s predisposition to bacterial chemother-
apy resistance with the use of biomarkers and genotyping for bacterial
activity can help medical professionals select the most appropriate drug
and dosage for that patient, avoiding unnecessary treatment that is likely to
be ineffective or even harmful31,37. For example, polymorphisms in gene
expression of UGT1A1may indicate amore severe reaction to irinotecan27,
suggesting that a lower dosage or alternative medication is needed.

In wider research, the importance of bacteria and its role in the im-
mune system is a key part of emerging immunotherapy research as an
alternative or complementary form of cancer treatment to chemother-
apy14,27. Although it has some limitations, such as being more costly as
a form of personalised medicine, research outcomes in this area could
provide valuable insight into any synergies or crossovers30.

Conclusion

Bacteria play a significant role in chemotherapy resistance through
mechanisms such as tumour growth (Fusobacterium nucleatum and
Mycoplasma), drug metabolism (Mycoplasma), and toxin conversion
(bacterial β-glucuronase)19,25,26. Elucidating the link between bacteria
and chemotherapy resistance can help us refine personalised medicine
approaches10. These includemaximizing the effectiveness of chemotherapy
treatments by employing biomarkers to measure bacterial activity or by
genotyping to identify genetic predisposition30.

Since bacteria play an essential role in the immune system5, and with
several types of chemotherapy reliant on a healthy balanced microbiome
to work effectively11, there should be an emphasis for future research with
some potential synergies with immunotherapy research. Care should be
taken with use of antibiotics, as although these may destroy some types
of bacteria instrumental in treatment resistance23, they may destroy other
types such as commensal bacterial essential to a healthy microbiota24,38,
so more emphasis on alternatives such as probiotics and faecal microbiota
transplants would be of benefit28,38,34,35,36.

Although there are several factors that may encourage chemotherapy
resistance, the role of bacteria is a significant one. Further research is
needed to better understand the interplay between the tumour micro-
environment and preferential bacterial colonisation, carcinogenic bacterial
properties, and the balance between the microbiome and the immune
system.
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Abstract

Pumice rafting events are a common result of volcanic eruptions occurring near or beneath bodies of water.
Such events are frequently associated with hazards such as tsunamis, and drift pumice is known to cause local
economic disruptions, damage ships, impede naval traffic, devastatemarine populations, and distribute poten-
tially invasive species over long distances. However, our current understanding of the mechanisms that drive
the formation and dispersal of drift pumice are extremely limited. This article reviews historical and character-
istic pumice raft-forming eruptions, how interactions with water factor into macro- and micro- scale controls
on pumice clast formation and dispersal, and current methods for detection and analysis to better track and
mitigate hazards associated with explosive volcanic eruptions and pumice rafts.

Introduction

Understanding the formation and dispersal of pumice rafts can provide im-
portant insights into themechanisms of subaqueous eruptions; the risk they
pose to coastal environments, marine life, and naval travel and transport;
and their dispersal of flora and fauna populations1. Pumice rafts can form
in a wide array of volcanic settings, but are particularly prevalent in sub-
aqueous volcanism. Despite making up approximately 85% of the world’s
volcanic eruptions, our understanding of submarine volcanism is extremely
limited because eruptions and deposits are hard to observe, detect, and ac-
cess2–4. This review aims to provide an overview of our contemporary un-
derstanding of how pumice rafts form and are subsequently deposited by
bridging current research in geology, materials science, and remote sens-
ing.

To do so, I will explore characteristic eruptions that formed pumice rafts
for each of three volcanic settings, characterized as (1) subaerial volcan-
ism, (2) sublacustral volcanism, and (3) submarine volcanism. To illustrate
subaerial volcanism, I selected the 1883 eruption of Krakatau and the more
recent 1985 eruption of the Niuafo’ou Island caldera; Krakatau provides an
example of a volcanic island producing a pumice raft that is dispersed via
the ocean, whereas Niuafo’ou demonstrates a caldera lake dispersal setting.
I use the 13300±500BPSurtseyan eruption of the Black Point basaltic cone
in Mono Basin, California to exemplify a sublacustral eruption environ-
ment. Finally, I discuss the 2012 eruption of the Havre seamount, north of
New Zealand, and the Hunga Tonga-Hunga Ha’apai submarine volcanoes
to elucidate the mechanisms of deep and shallow submarine eruptions, re-
spectively.

In order to better understand the part water plays in the formation of
pumice, I provide a broad overview of macro- and micro- scale controls
on pumice formation. In particular, I will discuss how hydrostatic pres-
sure, eruption depth, and thermochemical interactions with water affect
the texture and vesicularity of pumice formed in different volcanic settings
with new supporting evidence from field observations made at Mono Lake,

California (see Figure 1). These ideas will be extended to pumice raft dis-
persal to examine the factors controlling how and when a pumice clast will
become saturated with water and sink.

Finally, to understand how pumice rafts are currently studied and possibles
avenues for further research, I discuss current analytical methods for iden-
tifying subaqueous eruptions and pumice rafts. This review focuses on an-
alytical methods for recent or ongoing eruptions and rafting events, rather
than identifying historical pumice raft deposits in the geologic record.

Background

Pumice is a relatively common product of explosive volcanic eruptions.
Its most impressive characteristic is, arguably, that it has a range of den-
sities lower than 1.0 g cm−3, allowing it to float on water5. While it is typi-
cally felsic to intermediate in composition, samples of basaltic pumices and
other variable compositions have also been found. Pumice is a highly mi-
crovesicular volcanic glass that forms when magma is rapidly ejected dur-
ing an eruption. As a result of a rapid decrease in temperature and pressure,
volatiles in the magma begin to exsolve; the resulting bubbles are preserved
because the rock is cooled quickly6,7. Experiments demonstrating vacuum
impregnation of resin in pumice indicate that the vesicles form an intercon-
nected network8. This has important consequences for the fate of pumices
deposited in water.

Pumice rafts, also referred to as drift pumice, are mobile accumulations of
pumice floating on the water’s surface7,8. They have been known to span
tens of thousands of square kilometres of the ocean surface and are ca-
pable of travelling thousands of kilometres2,9. Pumice rafts have the po-
tential to form from explosive volcanic eruptions in a number of volcanic
settings; however, they are most commonly associated with shallow sub-
aqueous eruptions8,10. These eruptions are often referred to as Surtseyan
eruptions, named for the shallow submarine eruption off the coast of Ice-
land in 1963 that resulted in the emergence of a new island, Surtsey11.
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Figure 1. Silicic Rafted Pumice. A partially buried silicic pumice clast on the modern
western shore ofMono Lake in California. At this time, it is unclear whichMono dome
or island produced the clast pictured; the Negit Island domes or the Paoha Island
dome are both likely candidates given that Black Point is basaltic12. Mono Basin has
been a site of frequent volcanism for the past 60,000 years, and the lavas erupted
between 500 and 150 years ago from the northwestern quadrant of Paoha Island are
the youngest in the region12. Photo by author, taken at 37.97818N, 119.13274W in
October 2022.

As a result, pumice rafts can have significant effects on coastal and marine
environments and human activities. Additionally, they can be used to map
drift trajectories and better understand ocean currents and wind fields. The
vesicular nature of pumice and the extensive rafts formed facilitate floral
and faunal dispersion. For example, beached pumice on Fiji was populated
with organisms such as algae, goose barnacles, serpulid worms, calcareous
algae, bryozoans, coral, oysters, and more. The size of some corals on the
rafted pumice indicated it had been carried by the raft for at least 12months,
indicating that the pumice is a significant dispersal mechanism1,13,14. Con-
sequently, pumice rafts deposited on coastlines may be sources of marine
pests and invasive species that pose both short- and long-term threats to
coastal ecosystems15,16. Similarly, pumice rafts may have played an impor-
tant part in global speciation and biodiversity; recent research suggests that
pumice rafts are a favourable environment for the initial origins of life on
Earth1,17. Pumice rafting can also have important consequences for marine
populations, for instance, Akiyama et al. observed a mass mortality of cul-
tured fish after they ingested pumice stones from a rafting event18. Pumice
rafts also block sunlight and inhibit the air-water heat and gas exchange in
the upper ocean, damaging ecosystems beneath the raft19.

The impressive extent of pumice rafts can also impose major disruptions
to human activities such as fishing, shipping, and tourism. Rafts can block
harbours for many months at a time, as well as make beaches inaccessible
or unattractive for tourism. Pumice rafts can rapidly alter local ecosystems
for weeks to months, forcing fish populations to move or causing (local)
population extinctions which can have devastating effects on fishing. Ad-
ditionally, the rough nature of pumice often results in damage to boat hulls.
The effects on fishing, shipping, and tourism can significantly disrupt local
economies19.

Volcanic Settings

Subaerial Volcanism

Subaerial volcanic events in near-shore and crater lake environments have
been known to produce pumice rafts. In a subaerial eruption, pumice is
produced when the magma is ejected from the vent and rapidly cools in
the atmosphere. The pumice is then deposited into a lake or ocean, where it
floats on the surface and accumulates as a raft. Crater lakes commonly form
after an explosive eruption; the emptying of the magma chamber induces
a caldera collapse20,21. Groundwater, precipitation, and snow melt fill the
resulting crater to form a lake21.

Krakatau (1883)

In 1883, the volcanic island of Krakatau erupted in the Sunda Strait between
the Indonesian islands of Sumatra and Java22. Preceding the 1883 eruption,
the Krakatau Group consisted only of the Danan, Perbuatan, and Rakata is-
lands which were parts of an ancient caldera23,24. Krakatau is aligned with
the Sunda trench, a subduction zone where the Indo-Australian plate is
subducting beneath the Eurasian plate24. The unrest spanned August 26th
and 27th, 1883, startingwith small eruptions that transitioned into Plinian-
style activity, followed by ignimbrite-forming activity on the 27th24. This
activity is expected along subduction zones, in which water and other
volatiles that are subducted result in explosive eruptions. The eruption pro-
duced abundant pumiceousmaterial that was deposited in the Sunda Strait,
accumulating as rafts. The tsunami waves, thought to have been generated
by the displacement of water by pyroclastic flows, stranded floating pumice
fragments in low-lying shoreline regions after receding22,23.

Niuafo’ou Island Caldera (1985)

The 1985 eruption of the Niuafo’ou Island caldera, Tonga also reportedly
produced pumice rafts. The island is approximately 8 km wide with an
impressively spherical caldera lake that spans 4.6 km in diameter21. It is
located at the northern end of the Lau-Basin, an actively spreading back-
arc basin west of the Tonga subduction trench21,25. A study published by
Regelous et al. in indicates that Niuafo’ou likely formed via intraplate mag-
matism resulting from decompression melting beneath a microplate26. The
Niuafo’ou caldera is known to erupt both effusively and explosively, but the
characteristics of the 1985 eruption are not well documented25. Unlike the
1883 Krakatau event, pumice accumulated in the lake formed by the steep-
sided caldera rather than the surrounding ocean22,25.

Sublacustral Volcanism

Similar to the pumice rafting event on Niuafo’ou’s crater lake, pumice rafts
have been observed in sublacustrine environments. The major difference
between a sublacustral and subaerial eruption at a volcanic lake is that
pumice formed during a sublacustral event is quenched by water rather
than air. Sublacustral eruptions occur when magma erupts under the sur-
face of a lake.

Black Point (13300±500)

The 13300± 500 BP Surtseyan eruption of the Black Point basaltic cone in
Mono Basin, California is a prime example of a sublacustral event that pro-
duced a pumice raft. The cone formed alongside what is now Mono Lake, a
volcanogenic lake in the Mono Basin-Long Valley region of California27,28.
The eruption initially occurred approximately 105m below the surface of
the water before transitioning to an emergent Surtseyan eruption as the
deposits built up the volcanic cone29,30. Motion along the San Andreas and
Walker Lane fault complexes on either side of the Sierra Nevada mountains
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account for the transtension deformation in the Mono Basin-Long Valley
area. Volcanism is induced by the range front faulting allowed by regional
transtension28,31. Subaerial volcanic islands in Mono Lake have also been
known to produce silicic rafted pumice, such as the white cone illustrated
to the southeast of Black Point in Figure 2.

Figure 2. Paoha Island and Black Point. Satellite image of Mono Lake on Sept.
2nd, 2022, sourced from NASA/USGS Landsat-8 and centered at approximately
38.02192N,-119.02042E. Black Point is marked by a red triangle, the Negit Islands are
marked by a blue triangle, and Paoha Island ismarked by a green triangle. Black Point
is a basaltic Surtseyan emergent volcano that formed at approximately 13300±500
BP in Lake Russell, the Pleistocene predecessor of Mono Lake (present). Image cour-
tesy of the U.S. Geological Survey.

Pyroclast textures from the eruption are consistent with water modifica-
tion, indicating that the eruption occurred beneath the lake’s surface29. The
modern shore of Mono Lake is primarily composed of white to grey drift
pumice which is visible via satellite (see Figure 2), rafted there by the waves
and currents of the lake32.

Submarine Volcanism

Submarine volcanoes are found in intraplate settings as well as along all
types of plate boundaries, but predominantly at spreading centers, the Pa-
cific Ring of Fire, and over mantle hotspots2. As with sublacustral volcan-
ism, products of submarine eruptions are quenched by water rather than
air. Submarine eruptions differ from sublacustrine activity primarily in the
depth at which they occur2.

Havre Seamount (2012)

On July 7th, 2012, the Havre seamount along the Kermadec arc erupted
800 km north of Auckland, New Zealand33. The caldera is 4 km long and
3 km wide (elongate northwest-southeast). Havre erupted effusively at
around 900m depth34. This eruption was the largest recorded submarine
eruption since A.D. 1650—likely twice the size of the 1980 subaerial erup-
tion of Mount St. Helens—the bulk volume of erupted rhyolitic pumice
reached 1.2 km333,35. Significantly, the Havre eruption was the first to un-
ambiguously establish that deep silicic submarine eruptions can generate
pumice rafts, where ”deep” is defined as greater than 700m below sea
level (MBSL)7. An approximately 22 000 km3 raft of floating pumice and
a 0.1 km3 field of giant (>1m) pumice clasts up to 10m in diameter were
observed down-current from the vent34,36.

Hunga Tonga-Hunga Ha’apai (2009, 2014–2015, 2021–2022)

West of the main inhabited islands of the Kingdom of Tonga lies the Hunga
Tonga-Hunga Ha’apai volcano, a submarine volcano that includes small is-
lands, islets, and shallow submarine reefs along the caldera rim of a much
larger submarine structure. It exists at approximately 150m depth along

the Tofua arc, a segment of the Tonga-Kermadec volcanic arc that formed
as a result of subduction of the Pacific Plate beneath the Indo-Australian
Plate37. On March 17th, 2009 material erupted effusively from two vents,
located northwest and south of Hunga Ha’apai, a pre-existing, uninhab-
ited volcanic island near Tonga38. The Hunga Tonga-Hunga Ha’apai vol-
canic group erupted again from September 2014 through January 2015,
during which a tephra cone coalesced the two existing islands39. It erupted
yet again from December 2021–January 2022, obliterating the tephra cone
from the 2014–2015 eruption and triggering a giant atmospheric shock
wave and a tsunami40.

In 2009, satellite imagery was used to measure the distribution of pumice
rafts and determine the volume of erupted material. A minimum bound
on the volume of pumice raft in 2009 was estimated to be approximately
0.0158 km3, with a total erupted volume of at least 0.0176 km338. Large
pumice rafts, each spanning up to 4 km in its widest dimension, were visible
in satellite imagery in early January 2022 and found drifting nearly 100 km
away from the volcano41

Interactions with Water

The relative temperature difference between a magma and water is greater
than that between a magma and air39. The rapid heat transfer from the
magma to the water leads to rapid volume expansion of vaporized seawater
which is likely related to the explosive eruptive style of Surtseyan and deep
submarine eruptions2,42.

Surtseyan eruptions that transition to sustained emergence above the wa-
ter’s surface are typically observed to shift their eruptive style to weak fire-
fountaining or effusive lava flow activity. For this reason, Surtseyan erup-
tions are generally considered to be Strombolian orHawaiian eruptions that
have been modified by water29. This transition exemplifies the importance
of the effects water has on eruption dynamics and the quenching of erup-
tive products. Furthermore, water drives the dispersal patterns of pumice
rafts.

Microtextural Controls on Pumice Formation

Eruptions that occur in water are subjected to a higher confining pressure
from the overlying water column than subaerial eruptions. Hydrostatic
pressure suppresses volatile exsolution, expansion of erupting magma,
bubble coalescence, and permeability development42,43. Prefragmentation
vesiculationmay be hindered by hydrostatic pressure at depth and postfrag-
mentation vesiculation of erupted products may be interrupted by rapid
quenching39. Specifically in deep submarine pumice, [43] noted that sam-
ples had homogeneous textures with low-vesicularity clasts and contained
sub-round or ellipsoidal bubbles with thick vesicle walls. Deep submarine
pumices have been shown to have similar colour, density, and macrotex-
ture to subaerial and Surtseyan pumices43. However, the deep submarine
pumices present with fewer small vesicles and have narrower vesicle size
distributions when compared to subaerially erupted pumices43. A recent
study of pumice from the 2012 Havre eruption by Mitchell et al. in also
concurs that interactions with water havemicrotextural controls on pumice
formation44. Their analysis of microtextural characteristics revealed that
rafted pumice clasts have lower pore space connectivity and higher vesicle
density than sunken clasts44. Field observations of rafted pumices at Mono
Lake, California display centimeter-scale surface jointing that is similar to
the columnar jointing that is commonly observed in rapidly cooled basaltic
flows, as seen in Figure 3.
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Figure3. Micro-jointingon theSurfaceof RaftedPumice. This image is a closer lookat
the drift pumice pictured in Figure 1. Micro-jointing on the surface of a rafted pumice
clast on the contemporary western shore of Mono Lake, California. The joints can
been seen at a variety of different length scales. Photo by author, taken at 37.97818N,
119.13274W in October 2022.

Buoyancy and Saturation

The initial buoyancy of pumice is determined by its size, shape, vesicularity,
permeability and temperature when it comes into contact with water7,34,45.
Its buoyancy changes over time as the clast becomes saturated with water,
ultimately reaching a critical buoyancy at which point the clast will sink,
given that it is not washed ashore first. Once a clast is sufficiently saturated,
it will drop out and sink in a fashion that is hydrodynamically-similar to
normal clastic material. Saturation of a pumice clast is intrinsically related
to pore space connectivity and overall vesicularity5.

Observations of reverse-graded bedding (saturation bedding) composed of
sunken pumice clasts in subaqueous environments indicates that the flota-
tion residence time of pumice is inversely proportional to its size46. Using
an analogue behaviouralmodel based onDarcy’s law for the flowof fluids in
porous material, Manville et al. modelled pumice saturation to determine
residence times for pumice saturation5. Their work shows that there is a
first-order proportional relationship between time and the square radius of
a clast5. Experimental observations confirm that smaller clasts tend to satu-
rate faster, however, their experiments were only conducted with clast sizes
up to 16mm in diameter. Pumice vesicularity varies depending on where
and how it was formed, which I elaborated on in the previous section on
”Microtextural Controls on Pumice Formation.” In regards to buoyancy,
studies suggest that rafted pumices typically have a higher vesicle density
than their sunken counterparts44. In general, pumice has a high pore con-
nectivity which would suggest a rapid sinking rate47. However, laboratory
experiments by Whitham & Sparks show that some pumice clasts can re-
main afloat in a laboratory environment for over a year and a half8. To rec-
oncile observations of long-floating pumice and the expectation of rapid
sinking, Fauria et al. propose that the diffusion of trapped gas ultimately
determines pumice flotation residence time45. Their proposal is supported
by experimental measurements on pumice flotation, finding a flotation res-
idence time (τ ) that can be described by equation 0.1, where L is the char-
acteristic length of pumice, D is the gas–water diffusion coefficient, and θ
is pumice water saturation45.

τ ∝ L2

Dθ2
(0.1)

The temperature of pumice at the time it comes into contact with water is
largely determined by the environment in which it formed; pumices that
formed in subaerial eruptions and become rafted due to fallout, shore ero-
sion, and fluvial transport7 may have cooled before rafting began. Experi-
ments by Whitham & Sparks suggest that a critical temperature of pumice
exists at which point a clast will sink, regardless of its other physical prop-
erties8. Rapid saturation of pumices during subaqueous eruptions occurs
as a result of quenching when the water phase change from steam to liquid
creates strong negative pore pressure within pumice vesicles and hydrody-
namic instabilities due to steam generation46,48,49.

Dispersal and Deposition Mechanisms

Pumice rafts have been known to travel thousands of kilometers from their
source, capable of drifting several kilometers a day38,50. The dispersal of
pumice rafts is largely controlled by prevailing ocean currents, waves, and
wind38,50. Some subaqueous eruptions cause tsunamis, which also con-
tribute to the dispersal patterns of pumice rafts22,51. Jutzeler et al. observed
a pumice raft produced by an unnamed submarine volcano in the Tonga
Islands in the Pacific Ocean in August 2019 that progressively split into sev-
eral hundred smaller rafts. Areal dispersion, pumice abrasion, saturation,
overloading of clast by biota, and stranding decreased the volume of the
rafts50. They also noted the formation of patchy, elongate raft ”ribbons”
forming alongside or behind the main raft. Fauria & Manga provide use-
ful equations (17,18 in their work) for estimating average saturation and
cooling rates for drift pumice based on clast porosity, size, and initial tem-
perature that can inform models of raft dispersal52.

After pumice rafting events, mass swaths of pumice clasts are often ob-
served to wash up on shorelines. However, not all pumice clasts are floated
during a raft-forming event; a large volume of pumice clasts are also de-
posited on the subaqueous flanks of the vent6,42. These observations suggest
float pumice is typically deposited in three ways: stranding, critical satura-
tion, and saturated-clast redeposition in which clasts are re-entrained and
deposited by standard sedimentary processes46.

Current Analytical Methods

Studying pumice rafts is difficult due to the large scale of dispersal, the un-
predictability of volcanism, and the inaccessibility of the subaqueous source
vents and historical deposits. Traditional methods for understanding the
distribution of pumice rafts primarily focus on clasts deposited on shores,
which presents an issue with survivorship bias regarding the size and vesic-
ularity of pumice clasts. Other studies also look at uplifted subaqueous vol-
canic successions, but this presents problems when determining the source
of the pumice rafts and erosion reduces our ability to constrain the initial
erupted volume of a pumice raft8,42,51,53. Recent advances in remote sens-
ing and modelling have allowed for the study of pumice rafts in a variety of
ways. It should be noted that new pumice rafts are often reported first by
ocean traffic, which poses issues in terms of studying the initiation and full
evolution of pumice rafting events since they may not be discovered imme-
diately, especially in the case of deep submarine raft-forming eruptions.

Remote sensing is a powerful tool for studying pumice rafts. Satellite im-
agery can be used to track the dispersal of pumice rafts over large areas
of the ocean surface38. For example, high-temporal resolution Moder-
ate Resolution Imaging Spectroradiometer (MODIS) was used to estimate
the magnitude, location, start time, and eruption duration of the 2009
Hunga Ha’apai eruption. More recently, MODIS, Visible Infrared Imag-
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ing Radiometer Suite (VIIRS), Sentinel-3 Ocean and Land Color Instru-
ment (OCLI), and Sentinel-3 Sea and Land Surface Temperature Radiome-
ter (SLSTR) satellite images were used for automatic detection and moni-
toring pumice raft dispersion from a submarine eruption near the Vava’u
island group of Tonga54. Jutzeler et al. was able to track the evolution and
dispersal of theAugust7th, 2019 pumice raft that originated from theTonga
Arc in real-time using satellite imagery. They coupled remote sensing ob-
servations with oceanographic Langrangian simulations to conduct near-
real time forecasting of the event50.

Remote sensing methods can only be used to study pumice clasts once they
reach the surface. To address this issue, Mittal & Delbridge propose the
use of existing Argo floats in concert with hydrophone and seismic arrays
for the detection of subaqueous volcanism which could be paired with re-
mote sensing techniques to better constrain eruption time and distinguish
pumice rafting events. Their model indicates that the spatial sampling res-
olution of Argo floats is sufficient to detect anomalies generated by subma-
rine eruptions55.

Murch et al. used a remotely operated vehicle (ROV) to analyze submarine
deposits of ash with lapilli that drapes the Havre caldera42. ROVs have also
been used to directly observe two small submarine eruptions at the NW
Rota-1 volcano located on the Marianas arc and the West Mata volcano
located in the Lau Basin2,3. Numerical modelling and simulations have also
been shown to accurately forecast the dispersal of pumice rafts19,56.

Conclusion

Pumice rafts have important impacts on the environment, the economy,
and can provide important insights about subaqueous eruptions. Under-
standing which regions are susceptible to pumice raft-forming subaerial,
sublacustral, and submarine eruptions will help improve how we detect
and mitigate the effects of rafting events and other risks associated with
explosive eruptions, such as tsunamis. Existing technologies, such as satel-
lite sensors, remotely operated vehicles, hydrophones, and submarine seis-
mic arrays can be co-opted to improve the way we detect and track raft-
ing events, without requiring costly installations of new equipment. When
combined with our understanding of historical pumice drift events such as
Krakatau (1883) or the Havre seamount eruption (2012), we can better un-
derstand themechanisms of submarine eruptions and the extent of hazards
posed by such eruptions.
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An Enduring Controversial Story in the 
Human Brain: Adult Hippocampal 
Neurogenesis in the Dentate Gyrus

Zhipeng Niu1,2, Tanya Capolicchio1,3

Abstract

Adult hippocampal neurogenesis (AHN) is a well-studied phenomenon that involves the derivation of new 
neurons from neural progenitor cells in the dentate gyrus region of the hippocampus, an area responsible 
for cognitive functions such as learning and memory storage. Moreover, the hippocampus is known to be 
implicated in neurological conditions such as Alzheimer’s disease. Although AHN has been extensively ob-
served in animal models for twenty years, its existence and persistence in humans have been widely debat-
ed in academia, heavily based on post-mortem immunohistochemical markers. Using the search engines 
PubMed and Google Scholar for “Adult Human Neurogenesis,” 143 articles that were most relevant to the 
history of AHN discovery, detection in rodents, immunohistochemical studies on post-mortem human sec-
tions, and therapeutic development targeting AHN were reviewed. This review article highlights the current 
understanding of AHN in rodents and humans, its implications in neurodegenerative diseases and thera-
peutics, and the inconsistencies and methodological variabilities encountered in studying AHN in humans. 
Furthermore, the correlation between AHN and diseases such as mood disorders and Alzheimer’s disease is 
still not well established, with conflicting findings reported. Standardization of transcriptomic methodolo-
gies and increased availability of post-mortem human brain samples are crucial in advancing AHN research. 
This review article attempts to discover the fascinating and controversial world of adult human neurogen-
esis and its potential implications in treating neurological disorders. Apart from the discussion on AHN ex-
istence, tackling devastating diseases with this supplemental knowledge can lead to therapeutic advance-
ments which greatly rely on understanding not only the presence of AHN but the mechanisms mediating 
its availability. 

Introduction

In the 1960s, Joseph Altman was the first biologist who discovered a gen-
eration of new neurons within the hippocampal region of rodents, via 
autoradiographic investigation1,2. The traditional view held by research-
ers was that neurogenesis did not occur in adult mammalian brains3-6. 
However, these findings were groundbreaking as they challenged this 
belief and demonstrated that newly born neurons could be incorporated 
into adult brains. Neuroscientists within academia did not entirely accept 
this development until the late 1990s3-6. Novel technologies such as bro-
modeoxyuridine (BrdU) labelling7 and immunohistochemistry targeting 
polysialylated neural cell adhesion molecule (PSA-NCAM), a plasma 
membrane glycoprotein expressed by neuronal progenitors8-10, allowed for 
the labelling of newly generated granule cells and neural progenitor cells. 
Utilizing this labeling technique, scientists observed AHN in the dentate 
gyrus (DG) of rodents’ hippocampal region, which supported Altman’s 
proposal of hippocampal neurogenesis within rodent brains. 
In 1994, an immunohistochemistry study was performed on the hippo-
campi of children with extrahippocampal seizures, to expand the study 
of hippocampal neurogenesis into human subjects11. In structurally 
non-atrophic brains of children under two years of age with epilepsy, 
PSA-NCAM-positive immature neurons were observed in the granule 
cell layer (GCL) and subgranular zone (SGZ) of their hippocampi11. Fur-
thermore, early studies by Eriksson and colleagues used the BrdU-labeling 
technique to mark newly formed neurons within post-mortem hippocam-
pi from adult cancer patients that colocalized with the neuronal marker 
NeuN12. This provided evidence for the presence of neurogenesis within 
the human hippocampus. Alternatively, through immunohistochemistry 
with stem cell markers and immature neuronal markers (INMs), different 
research groups demonstrated hippocampal neurogenesis in mammals13,14.

After several years of research, the term “adult hippocampal neurogenesis 
(AHN)” was coined and refers to the constant generation of dentate gran-
ule cells from neural stem cells (NSCs) in the SGZ of the hippocampal 
dentate gyrus15,16, a narrow band between the hilus and GCL with a highly 
distinct molecular profile containing doublecortin positive (DCX+) and 
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PSA-NCAM+ cells17. These newborn NSCs are described as type 1 radial 
glia-like cells (RGLs), which go through several consecutive stages of de-
velopment18. Proliferating intermediate progenitor cells (IPCs, type 2 cells) 
can form from RGLs, further differentiating into neuroblasts (type 3)19,20. 
Once they fully integrate into the GCL, they mature and become dentate 
granule neurons21,22. Each developmental stage corresponds to different 
neuronal markers such as GFAP, Sox2, and Nestin for RGLs; Ki67, MCM2, 
and PAX6 for IPCs; DCX, PSA-NCAM, and NeuroD for neuroblasts; and 
NeuN/Calretinin for young immature neurons22-25.
Currently, AHN has drawn much attention and is widely studied in the 
field of neuroscience due to its role in hippocampal neural circuits in-
volved in learning and memory5,26; regeneration of brain tissues27,28; and 
various diseases such as epilepsy29, ischemia30,31, Alzheimer’s disease32,33, 
and several psychiatric conditions34. Progress has also been made in terms 
of improving experimental techniques, such as using nuclear magnetic 
resonance spectroscopy to find neural progenitor cells and NSCs in the 
living human brain via their respective markers35,36. Integration of research 
on AHN suggests that the topic should be studied at the transcriptomic 
level using single-cell RNA sequencing and other transcriptomic meth-
ods37-41.

Controversial evidence has been brought forward by Sorrells and col-
leagues that has put into question the existence of human AHN42. Ac-
cording to Sorrells et al., a sharp decline in hippocampal neurogenesis is 
observed during the infancy period, suggesting that neurogenesis in the 
dentate gyrus does not continue in adult humans42. Soon after this study, 
Boldrini and colleagues showed stable immature neuron pools and pro-
liferating progenitor cells within human hippocampi throughout aging, 
whereas only quiescent stem cells decrease in number in aged human 
hippocampal dentate gyri43. Comparably, Moreno-Jiménez and colleagues 
applied improved immunohistochemical techniques to illustrate many 
DCX+ immature neurons in the human DG, which serves as evidence for 
the persistence of AHN across development in humans44. 

The exact reasons underlying the variating presence of AHN remains un-
clear since results can vary due to differences in techniques and specimens 
studied44. The processing of post-mortem brains may vary from study to 
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studied44. The processing of post-mortem brains may vary from study to 
study, as well as immunohistochemical aspects in terms of tissue prepara-
tion and procedure, and variations in antibody and probe utilization45. In 
this review, we will examine the history of and recent progress in under-
standing AHN in different experimental models. Moreover, we will dis-
cuss how AHN is implicated in major depressive disorder and especially 
in Alzheimer’s disease, and the therapies targeting AHN, concluding with 
future goals for this topic of research.

Methods and Search Criteria

To conduct a thorough research of rodent and post-mortem brain tissue 
studies, we entered “Adult Human Hippocampal Neurogenesis” in Pubmed 
and Google Scholar and narrowed down the results to only highly cited 
research articles that employed immunohistochemistry (IHC) procedure. 
To ensure comprehensiveness, it should be noted that the search criteria 
for both Pubmed and Google Scholar includes all articles found on those 
search engines, regardless of their publication year. We also used AND to 
connect adult hippocampal neurogenesis with terms such as “dentate gy-
rus”, “subgranular zone”, and “neural stem cells” in our keyword search. We 
do not include niches such as AHN signaling pathways or AHN included 
as a subsection for research focusing predominantly on other topics. We 
limit our focus to studies mainly dissecting the existence or absence of 
AHN in rodents and humans but not non-human primates with comple-
mentary approaches besides IHC. For later sections on disease-induced 
changes in AHN and therapeutics, we conducted a more specialized sys-
tematic search with targeted terms involving “neurodegeneration”, “Alzhei-
mer’s disease”, “major depressive disorder”, “treatment”, and “therapeutics” 
to further discuss AHN and summarize findings for different disciplinary 
perspectives that suggest the presence or absence of neurogenesis rather 
than conclusive proof on the topics. 

Adult Neurogenesis in Rodents

Most of the scholarly understanding of AHN comes from mouse studies 
performed in the past three decades, specifically in mice22,38,46,47. Besides 
the techniques using thymidine-H3 (2) and thymidine analogs10 to con-
firm division and differentiation of NSCs inside the SGZ of DG, at least 
one other study applied similar methods to find the subventricular zone 
(SVZ) of lateral ventricles to constitute a specialized source of neuronal 
progenitor cells with lifelong neurogenesis48. Until now, many studies us-
ing a modern genetic manipulation technique with rodents consistently 
demonstrate that granule cell generation occurs within the SGZ of the 
adult DG in the hippocampus46. The adult NSCs harboured in the SGZ 
express glial fibrillary acidic protein as an astrocyte marker and have the 
characteristics of astrocytes49 while possessing a radial glial cell morpholo-
gy50. However, these markers do not distinguish NSCs from astrocytes and 
non-NSCs, which also express molecular markers like the glutamate-as-
partate transporter51. Therefore, the field of AHN research continues to 
develop new techniques such as colocalized cellular markers to better dis-
tinguish NSCs from other cell lineages and to improve our appreciation of 
the mechanisms behind AHN.

Through the proliferation of intermediate progenitors or self-renewing 
progenitor cells, neurons are generated from NSCs; however, a majority of 
NSCs do not undergo active proliferation but remain in a quiescent state52. 
The activated NSCs divide into daughter cells which enter quiescence, 
self-renewal, or differentiation into neurons or glia over approximately 7 
weeks in mice25. There are four phases of neurogenesis: (1) precursor cell 
activation/proliferation, (2) early survival, (3) early postmitotic matura-
tion, and (4) late maturation53. At the precursor stage, activated, multi-
potent astrocyte-like quiescent NSCs divide asymmetrically to form both 
progenitor cells and NSCs54. 

Comparatively, Ascl1 and Prox1 expressions are reported in early prolif-
erating intermediate progenitor cells whereas PSA-NCAM, NeuroD, and 
DCX expressions are observed in late proliferating intermediate progen-

itor cells51,55. The cell morphologies of neural progenitor cells differ from 
mature dentate granule cells: they remain as round or ovoid cells smaller 
than mature dentate granule neurons with short processes, and form clus-
ters24. 

Progenitor cells with neuronal fate specification become newly formed 
neuroblasts which develop into immature dentate granule neurons via ex-
citation by GABAergic input to promote neuronal differentiation56. Many 
newly generated cells experience cell death following division, and these 
cells are eliminated by apoptosis with 50% of BrdU-labeled cells remain-
ing, thereby reducing the quantity of newly generated granule cells/neu-
rons57. Two weeks later, the subpopulation of surviving newly generated 
immature neurons migrates horizontally in the SGZ to establish fusiform 
cells with horizontally oriented extensions58. Finally, the neurons migrate 
to the GCL and are incorporated into the hippocampal network where 
they extend their apical dendrites and develop axons59.

Newly formed neurons displaying INMs undergo axon elongation, 
branched dendritic spine formation, and synapse formation during the 
maturation process22,60,61. The development of granular cells is first marked 
by strong expression of PSA-NCAM and DCX with limited syntactic 
contact with CA3 pyramidal cells62, axon terminals, radial glial process-
es, and nonpyramidal cells63. A potent negative regulator of cell inter-
actions is PSA-NCAM64, which diminishes from half of the immature 
neurons to allow synaptic contacts during dendrite formation of mature 
dentate granule cells24. The late maturational stage is also characterized 
by switching calretinin expression to calbindin expression65, accounting 
for the decreased excitability in developed granule cells eight weeks af-
ter generation66,67. This eight-week period is critical for new neurons to 
create glutamatergic synapses with a diminished propensity for long-term 
potentiation (LTP)68, which mediates the synaptic plasticity necessary for 
hippocampal memory formation69. 

Promising evidence that AHN declines with age is consistently reported in 
mouse models 9,70-72. A small portion of proliferating cells (Ki67+), INM+ 
cells, and BrdU-labelled cells persists across development as seen through 
experiments in aged rodents– implicating a decreasing rate of AHN in 
older rodents71-73. Blockage or genetic ablation of new neuron formation 
interferes with cognitive abilities, such as conditioned learning, emotional 
processing, and memory, which involves hippocampal circuitry and neu-
ronal generation from AHN74,75. It is noted that environmental and behav-
ioral cues such as exercise could enhance neurogenesis in rodents to im-
prove cognitive performance76; accordingly, AHN is negatively impacted 
in high-stress conditions, such as depression and neurodegeneration10,77,78. 
AHN is a specialized process within the neurogenic niche, where interrup-
tions of such a niche can result in cognitive impairment of learning and 
memory processes79. Mechanistically, AHN is a simple process; however, 
due to its translational characteristic, it has an essential role in disease for-
mation and maintenance, as well as researchers’ understanding of cogni-
tive processes. Rodent models of AHN have paved the way for future anal-
ysis and provoked translational studies aiming at humans, mainly through 
the use of post-mortem hippocampal tissues. It is worth mentioning that 
non-human primates greatly contribute to the discussion of AHN; howev-
er, for feasibility reasons, they will not be covered in this review. 

Adult Neurogenesis in Humans

The first endorsement of AHN stemmed from an immunohistochemi-
cal investigation in 1994, when Mathern and colleagues conducted PSA-
NCAM IHC staining on non-atrophic brains of children with extrahip-
pocampal seizures11. Neural storms manifest as massive surges in neural 
activity resulting in seizures and can cause seizure-induced neuronal 
damage or aberrant sprouting, which can impact the postnatal neurogenic 
development of the hippocampus11,80,81. Decreased quantities of immature 
neurons were detected in hippocampi of children with frequent seizures11. 
This further illustrated that severe epilepsy adversely affects processes in-
volved with normal postnatal neurogenesis11,80. Mikkonen and colleagues 
obtained post-mortem hippocampi and the entorhinal cortex of patients 
with temporal lobe epilepsy to further scrutinize the immunoreactivity of 



McGill Science Undergraduate Research Journal - msurj.com - msurjonline.mcgill.caPage B28

PSA-NCAM in comparison to specimens from autopsy controls without 
neurological diseases81. Likewise, a considerable number of PSA-NCAM+ 
cells in the hippocampal SGZ was reported in adult controls and patients 
with mild neuronal loss81. However, in epileptic patients with severe neu-
ronal loss, PSA-NCAM+ cells in the SGZ are drastically undermined81. 
In summary, the initial investigations on post-mortem epileptic patients 
have yielded comparable results to Altman’s research on rodents regarding 
existence of AHN in humans. These studies have uncovered that severe 
epilepsy can have a negative impact on normal neurogenic development 
of the hippocampus. Early studies on AHN using post-mortem epileptic 
patient brains have provided important guidance for future studies on 
AHN in the context of human tissues. These early studies have highlight-
ed the potential impact of neurological diseases on the AHN process and 
have pioneeringly illustrated the intertwined relationship between AHN 
and disease. While much of the understanding of AHN comes from ro-
dent studies, these findings suggest that continued investigation of AHN 
in human tissues may yield important insights into the mechanisms of 
neurogenesis and its role in the pathophysiology of neurological diseases.

Furthermore, Gu and colleagues offered evidence for postnatal neurogen-
esis by studying the distribution of Nestin immunoreactivity in human 
brain tissues82. They demonstrated that there are elevated concentrations 
of Nestin in SGZ cells, which have astrocyte-like morphology but are not 
double-labeled with astrocytic GFAP, suggesting the presence of neural 
stem cells or progenitors82. A methodologically unique study by Eriksson 
and colleagues utilized BrdU incorporation on post-mortem brains from 
adult cancer patients to estimate proliferating cells in the adult human hip-
pocampal region12. Using immunofluorescent labeling for BrdU and co-
localizing cells with neuronal markers including calbindin+ and NeuN+ 
cell bodies, new neurons in both the GCL of the DG and in the SVZ were 
illustrated12. Early IHC studies have provided evidence for postnatal neu-
rogenesis in the adult human hippocampus through the distribution of a 
neuronal marker immunoreactivity, suggesting the presence of NSCs or 
progenitors and new neurons in the SGZ. However, there exist some in-
consistencies in studies from the 1990s. One study that collected human 
brain tissues ranging from 7 months to 82 years old found that the maxi-
mal cell number of PSA-NCAM+ immature granule cells in GCL and SGZ 
exists during the first 3 years of life83. This level of PSA-NCAM+ immature 
granule cells is followed by a considerable decrease in PSA-NCAM+ cells 
from 3 years of age onwards, implying an age-dependent PSA-NCAM-me-
diated neuroplasticity with attenuation across the human lifespan83. This 
incongruent finding was not systematically examined in-depth, but cer-
tain factors such as individual differences in patients, sample conditions, 
and immunohistochemical methods could be contributing factors84. After 
a period of varying identification methods for neurogenesis in the SGZ, 
researchers investigating early adulthood agreed upon the existence of 
AHN in human hippocampi. Despite initial debates and inconsistencies, 
the consensus among early researchers was that AHN is present in the 
hippocampal SGZs, challenging long-held beliefs about the inability of the 
adult brains to generate new neurons.

As it became known that BrdU is toxic to humans, researchers turned to 
immunohistochemistry for more molecular markers. For example, an ex-
tensive IHC study from the Kempermann group mapped fourteen neuro-
genic markers associated with rodent AHN and evaluated DCX (a micro-
tubule-associated protein found in differentiating neurons) co-expression 
in samples from the human hippocampus across the entire lifespan, rang-
ing in age from 1 day to 100 years of age85. Their efforts illustrated the 
existence of DCX immunoreactivity in the GCL and SGZ of every sam-
ple across this age range, but an exponential decline in DCX+ cell density 
due to aging85. Furthermore, all fourteen neurogenesis-associated markers 
were detected in DCX+ cells and double-labeling confirmed the neuronal 
lineage of these cells, but colocalization with DCX decreased with age85, 
consistent with other reports of qualitative and quantitative reductions in 
the DCX expression patterns due to aging in the SGZ86-88. Additional inno-
vative measures were also applied for neurogenic marker detection, such 
as nuclear magnetic resonance spectroscopy35,36. Scientists used this spec-
troscopy for non-invasive identification of augmented biomarkers in neu-
ral progenitor cells and NSCs from living human brains, with the potential 
of quantification at different neurogenic stages35,36. One creative alterna-
tive approach was to use carbon-14 incorporation from nuclear bomb 
test-derived 14C in the genomic DNAs of human hippocampal neurons 

for cell turnover dynamics89. Using 14C incorporation data, they found 
occurrence of continuous AHN with an additional 700 newborn neurons 
to the hippocampus every day89. Furthermore, a sizable subpopulation of 
newly generated hippocampal neurons is subject to annual turnover with a 
rate of 1.75% that persists across the lifespan89. The total level of additional 
neurons formed in humans is debated, historically due to the difficulty 
in quantification and the controversy over the extent of postnatal neuro-
genesis. Nevertheless, modern research utilizing advanced techniques has 
provided compelling evidence to support the presence of AHN, which is 
heavily and negatively affected by aging in adults.

Although it is necessary to investigate a vast demographic range of 
post-mortem brains via different methodologies and from different per-
spectives, the proposal of persistent neurogenesis in the human SGZ was 
opposed by a study from Dennis and colleagues90. This group used IHC 
and immunofluorescent biomarkers on post-mortem brain tissues from 
adults and juveniles that had been fixed for 2-3 weeks90. They discovered 
a reduction in proliferating cells in neurogenic niches of early infan-
cy–marked by a dramatic decline of Ki67+ proliferating cells in the DG 
or SGZ shortly after the first years of life90. Dennis and colleagues also 
described a drastic decline in DCX+ clusters over the age of three, and 
localized a sparse amount of Ki67+/DCX+ cells in the SGZs of juvenile 
and adult individuals90. They marked a low density of proliferating cells 
and neuroblasts in neurogenic niches90, in conflict with earlier discover-
ies of continued neurogenesis in the human SGZ. Similarly, a study by 
Sorrells and colleagues, which collected intraoperative and post-mortem 
specimens of human hippocampi from fetal and postnatal subjects to adult 
patients with epilepsy, demonstrated a rich neurogenic niche in infants42. 
After a post-mortem interval of approximately 48 hours, hippocampal 
samples were fixed for less than 1 hour before they were sliced and stained 
using immunohistochemistry for twenty-two neurogenic markers and 
in-situ hybridization against a single marker, DCX42. They observed that 
the number of Ki67+/Sox1+ or Ki67+/Sox2+ dividing neural progenitors 
and DCX+/PSA-NCAM+ immature neurons in the DG intensely dimin-
ished in the first year of life with nearly undetectable levels of DCX+ PSA-
NCAM+ newborn neurons for neurogenesis cells in the adult SGZ aged 
between 18 and 77 years old42. These results, especially ones by Sorrell et 
al. published in Nature, stirred considerable debate in the field of neurosci-
ence since they provided evidence that disputed drastically against previ-
ous findings on the existence of AHN across ages47,91,92. They demonstrated 
a lack of evidence for persistent neurogenesis in the adult hippocampus 
and called into question the validity of previous studies that reported 
long-lasting neurogenesis in the human SGZ, indicating the need for fur-
ther investigation and scrutiny in the field.

Interestingly, a separate study performed in the same year of 2018 also 
characterized DCX+/PSA-NCAM+ cells but found contradicting re-
sults utilizing hippocampi collected during autopsy43. Boldrini and col-
leagues set a narrow post-mortem interval of only 26 hours to prevent 
brain protein degradation, and conducted immunocytochemistry and 
immunofluorescence experiments targeting seven widely-used neurogen-
ic biomarkers43.They illustrated persistent and stable numbers of DCX+ 
PSA-NCAM+ proliferating neuronal progenitors and Ki67+/Nestin+ im-
mature neurons in the SGZ of DG across the ages of 14–79, disregarding a 
smaller pool of quiescent stem cells in aged DG indicated by Sox2 and 
GFAP expression43. The authors interpreted the results as firmly suggest-
ing a reduction in the pool of dormant stem cells and an enduring popula-
tion of intermediate neural progenitors driving AHN in the SGZ43. Further 
immunohistochemical studies using improved tissue-processing methods 
supported the work by Boldrini and colleagues44,84. Based on experiments 
testing the influence of fixation time on the detection of markers of AHN 
in humans, Llorens-Martin’s group limited their post-mortem interval to 
a shorter delay ranging from 2.5 to 10 hours and restricted their fixation 
time to 24 hours before applying their adapted slicing procedure, which 
minimizes tissue damage44,84. To ensure the specificity of the DCX+ signal, 
the authors assessed and selected the most specific antibody, a polyclon-
al goat anti-DCX antibody, and demonstrated the expression of several 
differentiated markers in a subset of DCX+ cells, including neuronal nu-
clei (NeuN), calretinin (CR), PSA-NCAM, calbindin (CB), and prospero 
homeobox 1 (Prox1)44,84. Using a well-defined immunofluorescence and 
optimized autofluorescence/background elimination approach on eight 
neurogenic markers, the researchers provided convincing evidence of fre-
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quent AHN in humans by detecting thousands of DCX+ immature neu-
rons with unambiguous neuronal morphologies in the DG up to the ninth 
decade of human life44,84. These findings reinforced the validity of their 
methodology, indicating the presence of mature and functional neurons 
originating from adult neurogenesis in the healthy human DG44,84. After 
conducting neuropathological assessments and screening subjects for cog-
nitive impairment and Alzheimer’s disease at different stages, the presence 
of persistent neurogenesis in the SGZ was observed throughout the tenth 
decade of life, as evidenced by the presence of DCX+ neuroblasts, imma-
ture neurons, and Nestin+/Sox2+/Ki67+ neural progenitor cells, in both 
elderly individuals and patients with Alzheimer’s disease44,93. However, it 
ture neurons, and Nestin+/Sox2+/Ki67+ neural progenitor cells, in both 
elderly individuals and patients with Alzheimer’s disease44,93. However, it 
was also noted that compared to healthy individuals, patients with Alz-
heimer’s disease exhibited a progressive decline in the number and mat-
uration of these neurons as the disease advanced44,93. Although the quan-
tity of cells detected greatly varied between patients, and the proliferative 
capacity of DCX+ cells was somewhat inconsistent in findings93,94, these 
studies effectively refuted prior research and established the persistent 
occurrence of AHN in humans across the lifespan, regardless of health 
status or age. They employed advanced immunofluorescence analyses and 
improved methodologies to provide strong evidence of the presence of im-
mature neurons and neural progenitor cells in the SGZ. However, this also 
highlights the necessity of a standardized protocol to avoid inconsistencies 
and increase reliability in future studies. These findings provide additional 
implications for understanding the role of neurogenesis in cognitive func-
tion and aging. The relationship between neurogenesis and AD will be dis-
cussed in a later section to further explore the implications of the findings. 

Many factors may have played a role in the discrepancies of these findings; 
the incapacity to identify pronounced emergence of newborn neurons in 
postnatal humans could be attributable to inconsistencies in methodolo-
gies for tissue fixation and storage of samples in long-term conditions84. 
By analyzing effects of post-mortem delay/interval; fixative use and its 
duration; antibodies used for immunohistochemistry; and other param-
eters, Llorens-Martin’s group addressed the technical issue of fixation in 
which detection of immature neuron marker DCX will dramatically de-
crease if over-fixation of tissue occurs after a 24 hour fixation44,84. Regard-
ing immunohistochemistry, Dennis and colleagues analyzed samples with 
post-mortem delay up to 90 hours90, and Sorrells and colleagues included 
tissues with post-mortem delay up to 48 hours42. On the other hand, Bol-
drini and colleagues limited their post-mortem interval up to 26 hours43, 
and Moreno-Jiménez and colleagues applied an even shorter delay fewer 
than 10 hours44. The change in delay could contribute to the absence of 
detection in the human DG considering degradation and undetectable 
DCX epitope after 24 hours post-mortem delay before fixation42,84,90. The 
use of a narrow post-mortem interval, as employed by Boldrini et al. and 
Moreno-Jiménez et al., may provide a more accurate representation of 
the extent of adult neurogenesis in human brains, as it prevents protein 
degradation and other factors that may affect the detection of neurogen-
ic markers. However, while the tissue processing procedures used in the 
studies above may provide more scientifically sound evidence for the per-
sistence of AHN in adult humans, the topic remains heavily debated and 
underscores the need for an agreed upon protocol to minimize conflicting 
results in future research. 

Aside from immunohistochemistry, the manner by which different studies 
recognize the region of interest —SGZ—may also contribute to contra-
dictory findings42,45,85,90. Based on DCX expression in the DG, Knoth and 
colleagues did not observe a sharp hilar border of the GCL as distinct as in 
rodents, and there was no apparent SGZ to be easily distinguished85. Sim-
ilarly, Sorrell and colleagues described a less defined SGZ in fetal or juve-
nile brains regarding their Ki67+ cells and a coalesced region with isolated 
cells marking an absence of continuous SGZ in the cohort of brains42. By 
contrast, SGZ was defined by Moreno-Jiménez and colleagues as the part 
of the GCL closer to the hilus and having a thickness of one to two cells44. 
As not all literature clearly reported their quantitative or qualitative defi-
nition of the SGZ region, it would be difficult for researchers to remain on 
the same page and the opposite findings regarding the persistence of AHN 
may be attributed, in part, to the varying definitions of the SGZ locations. 
With the latest progress in single-cell genomic analysis, innovative tech-
nologies may riddle out the considerable debate on AHN presence and 

pave the way for future studies37-41. For instance, considering the hetero-
geneity of cell lineages within neurogenic niches37-40, single cell-RNA se-
quencing can help map cell heterogeneity and gene expression associated 
with stem cell functions that have been previously observed in mice. This 
method has been applied in both the developing and adult human cere-
bral cortex95-97, so researchers potentially can validate the optimal markers 
and antibodies for identifying cell subtypes in the SGZ of humans through 
single-cell RNA sequencing in the future.The extent to which AHN occurs 
in diseased versus healthy individuals can be further explored, while min-
imizing confounding variables and maximizing signal specificity for more 
congruous views47,53,92.

Disease-induced changes in AHN & Therapeutics

Major Depressive Disorder & Antidepressants

Individuals with mood disorders, such as major depressive disorder 
(MDD) and bipolar disorder, exhibit altered hippocampal volume and
circuitry98-100. With fluorescence-based immunohistochemistry, Walton
and colleagues further characterized bipolar patients as having an “im-
mature dentate gyrus,” demarked by increased numbers of calretinin-pos-
itive immature neuronal progenitors compared to the mature DG marker
calbindin101. While Walton’s group found differences between the SGZ of
bipolar patients and healthy controls, they were unable to detect any sta-
tistically significant immunohistochemical differences in calretinin, cal-
bindin, or PCNA expression in MDD patients101. Comparatively, Reif and
colleagues, using sections of the anterior hippocampus from bipolar and
MDD patients for IHC, detected no change in Ki67+ cells between MDD
patients and controls102. In both studies, the changes in proliferative capac-
ity marked by Ki67 and PCNA expression in SGZ of bipolar patients and
controls were considered non-significant101,102. Additionally, Lucassen and
colleagues recognized a significant reduction in Mcm2+ cells but not in
PH3+ cells from post-mortem brains of MDD patients103. They concluded
that progenitors or putative stem cells decrease in number and prolifera-
tion is unchanged103. One factor that can account for the differing data in
bipolar disorder and MDD is the phasic nature of mood disorders, which
contributes to the inability to examine whether patients suffered from the
active symptoms of the mood disorders at the time of death if no further
case details are provided104,105. Based on the studies reviewed, it appears
that there is no significant change in the proliferative capacity of NSCs
within the SGZ in patients with MDD. These findings suggest that the re-
duced hippocampal volume observed in patients with MDD may be not
due to a decrease in neurogenesis. However, it is important to note limita-
tions including small sample sizes and differences in the methods used to
measure neurogenesis. Further research is needed to fully understand the
role of neurogenesis in the pathophysiology of MDD and its potential as a
therapeutic target.

Another factor to take into account is the consumption of antidepres-
sants and its effect on altering AHN in bipolar and MDD patients. Some 
studies found no correlation between the use of antidepressants and al-
tered AHN102,103. In contrast, Boldrini and colleagues collected autopsy 
post-mortem samples and compared medication-free MDD, medicated 
MDD, and nonpsychiatric control subjects, with the medicated group sep-
arated by tricyclic antidepressant (TCA) or selective serotonin reuptake 
inhibitor (SSRI) perscriptions106,107. Through immunohistofluorescence for 
Nestin and Ki67, they observed increased progenitor cells (Nestin-immu-
noreactive) and proliferation (Ki67+) in medicated MDD patients. Also, 
differential effects of SSRIs and TCAs were observed: MDD subjects treat-
ed with SSRI (MDDT-SSRI) exhibited greater DG volume and a greater 
number of Nestin+ neural progenitor cells than MDDT-TCA subjects; 
whereas, MDDT-TCA subjects demonstrated significantly more Ki67+ 
proliferative cells than MDD-SSRI subjects106,107. One proposed mecha-
nism is that these drugs enhance the expression of growth factors such 
as brain-derived neurotrophic factor (BDNF) which is known to promote 
neurogenesis108,109. Although Boldrini and colleagues observed increased 
neurogenic proliferation in medicated MDD patients, with distinct effects 
of SSRIs and TCAs on progenitor cells, the conflicting results, again, can 
be attributed to various factors such as individual differences in neuro-
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anatomy and sample size differences106,107. For example, individuals with 
smaller hippocampal volumes may have a reduced capacity for neurogen-
esis, which could affect their response to antidepressant treatment110. Ad-
ditionally, differences in the functional connectivity of the hippocampus 
with other brain regions, such as the prefrontal cortex, may also play a 
role in determining the effects of antidepressants on neurogenesis111. Fur-
thermore, the double labeling of Ki67/Nestin is not adequate to delineate 
neural versus non-neural lineages or to extrapolate conclusions on neuro-
genesis. Regardless, the studies on neurogenic progenitors and prolifera-
tion provide valuable insight into the complex interplay between neural 
stem cells, their microenvironment, and the effect of various factors, such 
as medication, on the pathophysiology of depression. Specifically, they 
shed light on the mechanisms of adult neurogenesis in the hippocampus 
and how it may be altered in individuals with MDD. As the hippocampus 
is implicated in mood disorders, a more in-depth understanding of neu-
rogenesis is necessary to develop more effective therapies and treatment. 
While AHN may play a role in MDD, it is important to keep in mind that 
depression is a complex multifaceted disorder with many factors at play 
beyond specific biological brain regions. Therefore, we should view AHN 
as just one piece of the puzzle, rather than a definitive explanation for the 
development or treatment of MDD.

Alzheimer’s Disease & Neurodegeneration 

Alzheimer’s disease (AD) is a debilitating, relentlessly progressive neuro-
degenerative disease characterized by memory and cognitive impairments, 
affecting millions of people worldwide112. AD is often marked by early 
neuron loss and cell death in the hippocampus as a pathological feature, so 
SGZ neurogenesis may be impacted in AD progression and implicated for 
AD prevention113. However, early studies investigating AHN in AD have 
reported conflicting results. Some studies found increased neurogenesis in 
the SGZ of AD patients through heightened expression of AHN immuno-
histochemical markers. For example, Jin and colleagues observed elevated 
expression of NeuroD, PSA-NCAM, DCX, and TUC-4 (a protein expressed 
in early neuronal differentiation) in fourteen post-mortem AD brains 
based on double-label immunohistochemistry32. DCX, PSA-NCAM, and 
TUC4-positive cells also co-expressed cleaved caspase-8, suggesting that 
AHN is upregulated in AD brains to compensate for proliferating neuro-
nal precursors that underwent caspase-dependent programmed cell death 
during degeneration32. Another study of progressive chronic neurodegen-
eration described an increased number of non-microglial Ki67+ cells and 
calretinin+ cells in ten AD SGZs, consistent with the previously proposed 
notion of increased neurogenesis during the progression of AD to coun-
teract the effects of chronic neurodegeneration114. Contradiction arose 
in experiments by Lovell and colleagues that show lower viable Ki-67+/
Musashi-1+ precursor cells isolated from three AD patient post-mortem 
tissue samples compared to NSCs isolated from healthy controls, and se-
nescence was faster reached in AD cells compared with controls115. Later 
in 2006, a study using single IHC documented a reduction in the amount 
of progenitor cells in seven AD patients’ SVZ regarding the decrease in 
Musashi-1 immunoreactivity, but an increase in GFAP-negative and Nes-
tin+ astrocyte-like stem cells with progenitor characteristics116. It should 
be noted that earlier studies examining the relationship between AD and 
AHN are limited by sample availability and differences in methodologies 
due to the lack of advanced technology. Furthermore, differences in the 
stages of AD progression studied may also play a role in these conflicting 
findings. As the understanding of the complex interplay between AD and 
AHN continues to evolve, further research with standardized methodolo-
gies and larger sample sizes may provide more definitive insights. 

Recent studies have consistently shown impaired SGZ neurogenesis in 
AD through a reduced number of cells positive for various neurogen-
ic markers, such as GFAP, PH3, PSA-NCAM, Ki67, PCNA, DCX, Sox2, 
Nestin, Prox1, NeuN, βIII-tubulin, and calbindin44,94. Furthermore, More-
no-Jimenez and colleagues showed a persistence of SGZ neurogenesis un-
til the tenth decade of life by evaluation of forty five patients with AD 
between 52 and 97 years of age44. However, they observed a tendency for 
DCX+ cells to have impaired maturation and decreased density compared 
to healthy aged subjects as AD advances, based on their analysis of immu-
nohistochemical colocalization of DCX and the lineage markers listed to 
demonstrate deterioration44. A separate study assessed cognitive diagnosis 
to determine disease progression stages in AD patients and discerned a 

decreased quantity of DCX+PCNA+ cells in patients with mild cognitive 
impairments–illustrating an association between neurogenesis and cog-
nitive status93. In addition, patients with AD exhibited lower counts of 
DCX+/PCNA+ neuroblasts with a significant drop in neurogenesis even 
at early stages of dementia development93. Terreros-Roncal and colleagues 
studied post-mortem human tissues from patients with neurodegenerative 
diseases such as Huntington’s disease, Parkinson’s disease, amyotrophic 
lateral sclerosis (ALS), and frontotemporal dementia117. They highlight-
ed aberrant morphologies of DCX+ immature dentate granule cells and 
variations in the immunoreactivity of DGC differentiation biomarkers in 
these neurodegenerative diseases, suggestive of altered homeostasis of DG 
neurogenic niche functions and vulnerability of the AHN to neurodegen-
eration in humans117. These studies collectively demonstrate the dynamic 
nature of both AD and neurogenesis, as they show how the processes of 
neurogenesis and disease progression are closely intertwined and how the 
impairment of SGZ neurogenesis contributes to the progression of neu-
rodegenerative AD. Furthermore, the studies emphasize the complex and 
evolving nature of both AD and neurogenesis, highlighting the need for 
ongoing investigation into their interplay.

Targeting AHN in Alzheimer’s Disease

Our analysis of surface albedo numbers in the literature revealed that 
the atIt was established that therapeutics targeted at alleviating the neu-
rodegenerative process were not successful118. Taking into consideration 
the negative correlation between AD progression and neurogenesis, im-
proving neurogenesis has drawn attention as a new therapeutic target for 
AD118. One proposed approach to upregulating neurogenesis in the hip-
pocampus proposed preventing microglial activation during neuroinflam-
mation, with the anti-inflammatory drug minocycline119-121. Wadhwa and 
colleagues demonstrated that impaired neurogenesis can be improved via 
minocycline administration at different developmental stages: prolifera-
tion (more Ki-67+/BrdU+ DG cells), phases of differentiation (increased 
DCX+ cells) and growth factor (restored level of BDNF proteins)119. Com-
parably, the usage of retinoic acid derived from vitamin A can be a po-
tential therapeutic to induce unspecialized stem cell differentiation and 
reinstate neurogenesis in AD patients122. The proposed mechanism is that 
retinoic acid, through direct activation of retinoid X receptors (RXRs) and 
retinoic acid receptors (RARs), impedes the pathogenesis of AD in mice 
by suppressing the release of pro-inflammatory cytokines and chemokines 
in glia cells, including astrocytes and microglia122. As an antioxidant, ret-
inoid acid also attenuates Aβ plaque accumulation in APP/PS1 mice, an 
animal model for AD, while restoring spatial learning and memory deficits 
in treated mice123. 

As it was well-documented that excessive oxidative stress could inhibit 
neurogenesis in the SGZ of the hippocampus124-126, researchers adopted 
the therapeutic potential of antioxidants to target reactive oxygen species 
(ROS) and alleviate pathogenesis of AD. Montiel and colleagues revealed 
that nerve-end lesioning and enhanced lipoperoxidation (LPO) elicited by 
Aβ administration in the hippocampus of rats was efficiently prevented 
with antioxidant α-tocopherol (vitamin E)127. Since vitamin E is known 
for its protective antioxidant effects against free radicals128, another epi-
demiological prospective cohort study concluded that participants with 
diets abundant in vitamin E may carry a modestly lower long-term risk 
of AD and dementia129. Another vitamin with known antioxidant effects 
and feasibility to lower the risk of AD is vitamin C130,131, which was also 
shown to attenuate Aβ oligomerization alongside lower cerebral oxidative 
damage and to restore behavioural deficits associated with AD progression 
in mouse models132. Another antioxidant implicated in AD therapeutics is 
curcumin: a curry spice found in turmeric with radical scavenging activity 
and anti-inflammatory activities133,134. In a transgenic mouse model of AD, 
low-dose curcumin significantly suppressed interleukin-1β (a proinflam-
matory cytokine), lowered oxidized proteins, and diminished soluble/in-
soluble amyloid accounting for the overall plaque burden, which suggests 
that curcumin contributes to AD prevention135,136. 

Exercise as an alternative and adjunct treatment has been illustrated to 
enhance cell proliferation and neurogenesis in DG of adult mice, where 
running doubled the quantity of surviving newborn cells137. Van Praag and 
colleagues reported improved LTP and spatial learning in exercised mice 
with more BrdU+ cell numbers, which signify elevated AHN in the hipp-
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ocampal DG138. Other literature has connected the brain-derived neuro-
trophic factor (BDNF) to exercise-mediated neurogenesis139,140. A study 
using AD mouse models demonstrated that exacerbation of DG neuron 
loss and cognitive impairment could be induced by blocking AHN140. They 
noted that induction of neurogenesis alone showed no significant effect 
in improving cognition in AD mice140. However, simultaneous induction 
of neurogenesis and increased levels of BDNF mimics the effect of exer-
cise-mediated AHN and could alleviate cognitive deficits observed in AD 
mice140. 

Therapeutic interventions that enhance neurogenesis in neurodegenera-
tive diseases such as AD are a fruitful area of investigation but face many 
ongoing challenges due to the multifaceted nature of these diseases141. 
The translational limitations of animal models to humans and conflict-
ing findings on the pathology of neurological disorders involving AHN 
can be frustrating in the context of treatments and interventions. Through 
increased insight on the topic of disease-induced changes on AHN and 
interventions targeting AHN, future therapeutic approaches can be de-
vised in order to improve cognitive abilities in aging populations if AHN 
as a target is further explored. For example, a deeper understanding of the 
mechanisms involved in AHN and how they relate to cognitive decline 
in conditions such as Alzheimer’s disease could lead to the development 
of targeted therapies aimed at enhancing neurogenesis and improving 
cognitive function. In addition, continued research into the relationship 
between AHN and other factors such as environment, diet, and stress 
could provide valuable insights into how lifestyle interventions may help 
to support healthy neurogenesis and promote cognitive health in aging 
populations. Ultimately, by gaining a better understanding of the complex 
interplay between AHN and cognitive function, researchers may be able 
to devise more effective strategies for promoting healthy brain aging and 
mitigating the effects of age-related cognitive decline. 

Future Directions

In the past, most of our understanding of AHN came from rodents, and 
researchers agreed on the presence of AHN, which involves the prolifera-
tion and differentiation of neural stem cells into neurons through distinct 
phases of neurogenesis. While AHN is a simple process mechanistically, it 
plays an essential role in disease formation and maintenance, as well as in 
scholars’ views of cognitive processes. Early findings from rodent models 
of AHN paved the way for translational studies aimed at humans, but dis-
crepancies arise when studying post-mortem tissues in a manner similar 
to exploring mice. More recent studies have utilized molecular markers, 
such as DCX, to confirm the existence of AHN throughout the entire lifes-
pan, but with a decline due to aging. Although the lack of standardized 
methodologies has led to reports of both absence and persistence of AHN; 
overall, modern research utilizing advanced techniques has provided 
strong support for the presence of AHN in the adult human hippocam-
pus, which is negatively impacted by aging. The implications of AHN have 
been investigated in other fields, including mood disorders such as MDD, 
neurodegeneration such as AD, and various therapeutics. However, with-
out a clear understanding of its fundamental existence, further research on 
these topics would only create more confusion and contradiction. 

Presently, there is a pressing need for consensus on the presence of AHN 
in humans and a more coherent comprehension of defective AHN impli-
cated in aged and diseased brains. This neuropharmacological field has 
fallen short in part due to technological hindrance and the shortage of 
post-mortem human tissues, but the emergence of a unified understand-
ing of AHN is plausible in the future. Our current knowledge about how 
AHN works and how it interacts with the rest of the human brain is still 
quite limited. Our knowledge about the role of AHN in aging, neurode-
generation or psychiatric disorders is also impacted by heterogenous ma-
nipulation procedures. Recent development in transcriptomic methodolo-
gies, such as RNAscope and single cell-RNA sequencing, allows for precise 
collection of cell profiles from both human tissue and genetically altered 
disease-specific mouse strains, allowing for increased insight into disease 
mechanisms/consequences142. The highly sensitive in-situ hybridization 
method known as RNAscope permits multiplex detection for up to four 

target genes and ensures visualization of genes with low expression lev-
els143. This allows for a more precise colocalization profile, which in turn 
facilitates the accurate identification of the cell type and potential quantifi-
cation of mRNA levels in each cell. The RNAscope approach is particularly 
useful in unraveling the heterogeneity of neurogenic lineages in the SGZ. 
Although funding can be restrictive depending on the scope of the proj-
ect, new approaches combined with the latest findings would improve our 
understanding of AHN in humans. Ultimately, this knowledge would help 
produce potential treatments for devastating diseases such as AD, demen-
tia, and psychiatric illnesses.
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