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ON THE COVER
From the glacial colds of Winter to the blistering heat of mid-July, a bird’s 
eye view of Montreal’s climate paints a picture of uncompromising yearly 
temperature shifts. The distribution of cities’ heat islands has significant impacts 
on human health and well-being. On page 56, Aucoin, Briand, Duval, and 
Qudsi describe Montreal’s micro-urban heat islands and discuss the impacts of 
vegetation coverage and urbanization, while on page 36, Frie, Gilmer, Buraga, 
and Franceschini measure the city’s albedo, a property of the surface’s ability to 
diffuse or reflect solar radiation.

The digital painting on the cover depicts a stylized Island of Montreal viewed 
from space, emphasizing our modeling of heat from large-scale data sets.
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FOREWORD

Dear Reader,Dear Reader,

Every year, we have the honour of witnessing the products of undergraduate research across the world and the Every year, we have the honour of witnessing the products of undergraduate research across the world and the 
privilege of sharing these accomplishments with the wider community. The pandemic has brought countless privilege of sharing these accomplishments with the wider community. The pandemic has brought countless 
challenges to undergraduate researchers these past two years, yet we continue to see the dedication and challenges to undergraduate researchers these past two years, yet we continue to see the dedication and 
passion of undergraduates at McGill and beyond in engaging with the scientific process. passion of undergraduates at McGill and beyond in engaging with the scientific process. 

The twelve articles enclosed within this issue are the culmination of these students’ hard work and The twelve articles enclosed within this issue are the culmination of these students’ hard work and 
perseverance. As such, we hope the 17th volume of the McGill Science Undergraduate Research Journal’s perseverance. As such, we hope the 17th volume of the McGill Science Undergraduate Research Journal’s 
presentation of their findings shines a spotlight on the diligence and research aptitude of these young presentation of their findings shines a spotlight on the diligence and research aptitude of these young 
researchers.researchers.

On behalf of our entire editorial board, thank you. On behalf of our entire editorial board, thank you. 

John Ni & Jenny ZhengJohn Ni & Jenny Zheng
Editors-in-ChiefEditors-in-Chief
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Overblown? Analyzing Wind Speed in the 
Hurricane Warning Response System

Killian Abellon1, Amelia Murphy1, and Anika Anderson1

Abstract

The role of wind speed in determining the impacts of hurricanes is examined via statistical analysis of Cate-
gory 2-5 hurricanes that made landfall in the U.S. Atlantic basin coastline, including Puerto Rico’s coast, from 
1970-2020. The results indicate a positive yet statistically insignificant correlation between wind speed and 
hurricane deaths, cost of damages and federally obligated recovery aid. Other factors, such as storm surge, 
rainfall, and inland inundation, may be more strongly correlated with these impacts. The results are contex-
tualized by a wealth of literature pointing to the role of social, political, and economic factors in determining 
the destructiveness of hurricanes. Finally, alternative indices to the popular Saffir-Simpson hurricane hazard 
scale – which relies on wind speed – are examined. As climate change advances and hurricanes become in-
creasingly frequent and severe, more comprehensive hazard-rating scales may provide the basis for a more 
effective warning-response system, ultimately bolstering the resilience of coastal areas.

Introduction

Hurricane Katrina hit New Orleans in 2005 as a Category 3 hurricane, 
yet the residents had expected a Category 1. A Category 1 unexpectedly 
became a Category 5 in a matter of hours, then a Category 3 at landfall. 
New Orleans, a city used to hurricanes, was left unprepared3. These cate-
gories, found on the Saffir-Simpson Scale, are used to assess hurricane risk 
in the Western Hemisphere and communicate it to the public. However, 
when the scale fails to accurately predict or communicate risk, on top of 
other bureaucratic challenges, the public and authorities are ill-prepared. 
Katrina marked an important turning point in warning-response research 
and led to reforms in hurricane preparedness and response4.

Almost 16 years post-Katrina, hurricane research has never been more 
relevant. As the climate changes due to a warming atmosphere, storms 
can hold more water, move more slowly and are becoming more frequent. 
In other words: storms are becoming increasingly damaging5. Since 1980, 
tropical cyclones in the US have caused $945.9 billion in total damages, 
averaging $21.5 billion per event. 

2017 saw the highest costs ever from hurricanes, largely from Hurricane 
Harvey which made landfall in Houston, Texas. Additionally, of all weath-
er-related disasters, hurricanes are responsible for the highest number of 
deaths (6,593 direct deaths since 1980)6. Although advancements in me-
teorology have greatly improved storm forecasting, as hurricanes become 
more damaging, it is critical that cities can anticipate and build resilience 
to hurricanes with accurate warning response systems5. Thus, the value of 
relying on wind speed in the Saffir-Simpson Scale comes under question. 

Hurricane-related damages, costs, and deaths result primarily from water 
(rainfall, storm surge, etc.), though wind is the measure by which gov-
ernments prepare for and respond to hurricanes through the Saffir-Simp-
son Scale (see Table 1). In fact, 88% of deaths are from water, not wind7. 
Furthermore, scholars such as Robert D. Bullard and Beverley Wright 
(2009) studied Hurricane Katrina at length and deemed it a “preventable 
catastrophe”, driven by socio-economic factors such as discriminatory 
policy, poor land-use planning and failure of the warning-response bu-
reau-organization4,8. 

Thus, two questions arise: What role does wind speed play in hurricane 
risk assessment? Should other factors be considered in this process? By 
providing a more holistic assessment of the factors driving hurricane 
damage and deaths, we can better anticipate vulnerabilities, build social 
and ecological resilience to extreme weather and align policy and financial 
responses with on-the-ground realities. 

Research Article.
1Department of Geography, 
McGill University, Montreal, 
QC, Canada

To develop this holistic assessment, two primary objectives are observed: 
[1] examine wind speed as a determinant of hurricane-related deaths, 
cost of damages and recovery aid for hurricanes that made landfall in the 
United States and Puerto Rico from 1970 to 2020, and [2] identify other 
factors, such as storm surge; rainfall; and social, economic, and political 
factors which may better predict deaths, damages, and recovery aid. The 
3-part methodology involves building a database, conducting linear re-
gression analysis, and contextually investigating the qualitative literature. 
This will facilitate analysis to determine if there are significant changes in 
deaths, damages, and recovery funding between Saffir-Simpson Catego-
ries (i.e. between different wind speeds). 

We expect that wind speed as a hurricane categorization limits the ef-
fectiveness and resilience of the warning-response system, and hope to 
contribute to a system more capable of adaptation and emergency man-
agement planning.

Methods

Firstly, we constructed a database containing wind speed, deaths, cost of 
damages, and federal recovery aid from the Atlantic Hurricane Database 
(NOAA), Historical Hurricane Tracks (NOAA/GIS), U.S. Census Data 
(GIS, U.S. Census Bureau, various sources), Public Assistance Funded 
Projects Details (FEMA), and the Emergency Management Events Data-
base (EM-DAT)10-15. Our database includes hurricanes that made landfall 

Keywords.
Hurricanes, Saffir-Simpson, warn-
ng response system, recovery, re-
silience
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Table 1. Saffir-Simpson Hurricane Scale9
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in the United States (including Puerto Rico) from 1970-2020 at Catego-
ry 2 or higher. The first step in building the database was to reference 
the Atlantic Hurricane Database to identify landfall events (marked by 
system indicator L) of Category 2 or higher and filter for the timeframe 
1970-2020. Then, we used the Historical Hurricane Tracks GIS applica-
tion, overlaid on a U.S. Census map for the decade the hurricane occurred 
in, to identify the counties (municipalities in Puerto Rico and parishes in 
Louisiana) intersected by the corresponding hurricane’s track on the date 
of landfall. The U.S. Census data was then used to calculate the intersected 
counties’ average population density. 

To ensure data accuracy, hurricanes were divided by the decade in which 
they made landfall to refer to the corresponding U.S. Census decade. For 
example, hurricanes that made landfall in 1995-2005 rely on 2000 cen-
sus data, whereas hurricanes that made landfall in 2005-2015 use 2010 
census data. For hurricanes before 1995, there were no GIS maps with 
population data, so the intersected counties were identified using a map 
and the county population data were found in U.S. Census reports from 
1990, 1980, and 1970.
 
From the Historical Hurricane Tracks GIS application, we downloaded 
the NOAA hurricane reports to identify the deaths and damages in the in-
tersected counties or states. In the instances where county-level data were 
unavailable, NOAA state-wide data were used (county-level data were 
used 29 times and were unavailable 24 times). Of note is that the hurri-
cane reports greatly differ in format depending on the year, and there is 
no centralized federal database containing this information. For example, 
deaths and damages data for the older hurricanes were in scanned reports, 
making it in some cases difficult to decipher the data. 

Furthermore, we used EM-DAT’s Consumer Price Index (CPI) to normal-
ize NOAA damages to 2021 dollars. The EM-DAT dataset was built by 
selecting the categories “Tropical storm” under “Natural” disasters from 
1900 to 2021 in the United States and Puerto Rico. The data were down-
loaded as an Excel document containing the event’s name, time, number 
of deaths, number of injuries; an estimate of the damages; and a Consumer 
Price Index (CPI) with a base 100 in 2021. Notably, an event is created on 
EM-DAT if it has 10 or more deaths, 100 or more affected individuals or 
resulted in an international appeal for assistance. As a result, some events 
present on NOAA’s Atlantic Hurricane Database were not on EM-DAT, 
restricting the number of observations available for our research. Due to 
these limitations, NOAA data were used for deaths and damages in the 
statistical analysis, while EM-DAT’s Consumer Price Index was used to 
normalize the NOAA damages to 2021 dollars.

To identify the amount of federal recovery aid—the grant that the federal 
government is obligated to pay—we filtered the Public Assistance Funded 
Projects Details (FEMA) data by hurricane landfall date and intersected 
counties and summed the “federal share obligated.” In instances where the 
hurricane emergency was not declared on the date of landfall, reports from 
1-2 days post-landfall were used. However, the FEMA database extends 
from 1998 to the present, and data were missing for several hurricanes 
within that period. Hurricanes where FEMA recovery aid data were un-
available are marked by a period (.) in the database.

Damages and deaths were normalized using the average population densi-
ty of the nearest decennial census for counties intersected by the hurricane 
track. They are hence represented in the database as deaths, or damages, 
per person per square mile. The recovery aid data is presented as a ratio of 
the obligated federal aid against the total project amount, to demonstrate 
the proportion of aid paid by the federal government. The total project 
amount is the total cost of recovery based on FEMA’s damage survey.

Once the database was complete, we statistically analyzed it using the Stata 
application16. We conducted three primary statistical analyses regarding: 
[1] the relationship between hurricane wind speed and deaths as a ratio

 of population density, [2] hurricane wind speed and damages as a ratio of 
population density, and [3] hurricane wind speed and recovery funding as 
a proportion of damages. 

For all analyses, we assumed authorities prepared for the maximum sus-
tained wind speed at landfall since hurricanes decay over land17. The anal-
ysis (linear regression) entailed creating two-way scatter plots of maxi-
mum sustained wind speed at landfall and each dependent variable. Then, 
we added regression lines and overlaid vertical lines demarcating each 
Saffir-Simpson category. In general, for data where there were significant 
outliers, we conducted additional analysis, generating graphs and regres-
sion lines that excluded the outliers. 

Additionally, for damages and deaths, because EM-DAT data had a coun-
try-level scope while NOAA data had a county or state-level scope, we 
could compare the deaths and damages that occurred in counties or states 
intersected by the hurricane track with country-wide deaths and damag-
es. This comparison revealed that many of the hurricane-related deaths 
and damages actually occur outside counties intersected by the hurricane 
track; we analyze this in the Discussion section, though the comparison is 
outside the main scope of this paper. Furthermore, the EM-DAT database 
had only 42 data points that could be compared with the NOAA reports.

After conducting statistical analysis with Stata and identifying statistical 
trends (or lack thereof) between sustained maximum wind speeds and 
deaths, cost of damages or recovery aid, several patterns in the data war-
ranted further investigation. As a result, we contextualized the data with 
a qualitative investigation of the literature on hurricanes and their social 
impacts. While gathering data and processing results, a set of questions 
arose regarding why some hurricanes of the same category had such dif-
ferent impacts even after accounting for population density and inflation. 
Such questions are partially answered in the Discussion section. However, 
further research is needed as this secondary research theme is outside the 
scope of our primary objectives. 

Results

The Data

From 1970 to 2020, there were 53 landfall events at Category 2 or higher in 
the United States and Puerto Rico for 40 different hurricanes. Hurricane 
Georges (1998) had the highest number of landfall events (4) at Category 
2 or higher, while 31 hurricanes only had one recorded landfall event at 
Category 2 or higher. In some years, there were 0 Category 2-5 recorded 
landfall events in the United States and Puerto Rico. 

Often, we found that this was because hurricanes made landfall in other 
countries in the Atlantic Basin, such as Cuba or the Bahamas, and reached 
the United States only as a tropical depression. There was an average of 2.3 
landfall events per year, a median of 2, and a mode of 1. It is noteworthy 
that observations of four and five landfall events per year only occur post-
1996, which may indicate that hurricanes made landfall outside of the U.S. 
in the past, or point to the increasing frequency of Category 2 and higher 
hurricanes as the climate warms.

There were only 2 observations in Category 5, 9 in Category 4, and 21 each 
in Categories 2 and 3. The Category 5 landfall events were Hurricane An-
drew (1998), which made landfall at Category 5 in Miami-Dade County, 
Florida; and Hurricane Michael (2018), which made landfall at Category 5 
in Florida and maintained Category 5 wind speeds into Georgia. 

The average maximum sustained wind speed at landfall of all observations 
is 102.55 kt or 189.9 km/h (equivalent to a Category 3), with a standard 
deviation of 15.40 kt or 28.5 km/h.

Hurricane path/track: We refer to ‘best track’ in the Historical Hurricane Tracks GIS application, which is a “representation of a tropical cyclone’s loca-
tion and intensity over its lifetime”1,2.

Landfall: We refer to “the intersection of the surface center of a tropical cyclone with a coastline”1.
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Maximum Sustained Wind Speed at Landfall and NOAA Deaths 
Normalized

Figure 1 shows a regression plot of wind speed at landfall (x-axis) and 
normalized NOAA deaths (y-axis). Red lines are thresholds between Saf-
fir-Simpson categories. 53 observations were computed. Among them, 2 
are largely outside the 95% confidence interval of the fitted values com-
puted by Stata. Both outliers are Katrina landfall events (11.80 and 6.32). 
The coefficient of the fitted values’ regression line is β=0.0084779.

To analyze trends, especially between Saffir-Simpson categories, a new 
graph was computed by removing the two outliers. 21 observations or 
41.1% of total observations are outside the 95% confidence interval of fit-
ted values computed by Stata. The top left outlier is from Hurricane Kate 
(0.42) The coefficient of the fitted values’ regression line is β=0.000119.

Maximum Sustained Wind Speed at Landfall and NOAA Dam-
ages Normalized

Figure 2 shows a regression plot of Maximum Sustained Wind Speed at 
Landfall (x-axis) and standardized NOAA Cost of Damages (y-axis). 52 
observations were computed. Among them, 1 is an outlier and does not 
allow the analysis of other observations. 2 other observations seem to be 
outside the 95% confidence interval on the fitted values computed by Stata. 
The largest outlier is Hurricane Harvey (15.62), the other being Hurri-

cane Katrina (3.80). The coefficient of the fitted values’ regression line is 
β=0.007045.

A new graph was computed to remove the outliers (Hurricane Harvey and 
Hurricane Katrina landfall events). In this new graph, 4 hurricanes were 
above the 95% confidence interval. All were Category 2, 3 or 4 events. 
Some events were below the 95% confidence interval but closer than the 
previous 4. The 4 points far above the confidence interval are from left to 
right, Hurricane Delta (0.66), Hurricane Bret (0.52), Hurricane Katrina 

(1.07), and Hurricane Harvey (1.40). Interestingly, these outliers are in 
Category 2-4 hurricanes, with none in Category 5, perhaps suggesting that 
their lower Category designation caused an underestimation of the risks 
of the hurricane that resulted in the high damages. The coefficient of the 
fitted values’ regression line is β=0.0036712.

Maximum Sustained Wind Speed at Landfall and FEMA Recov-
ery Aid Normalized

Figure 3 has maximum sustained wind speed at landfall (x-axis) and nor-
malized recovery aid from FEMA (y-axis). 18 observations were comput-
ed, all between a ratio of 0.75 and 1.00. At least seven observations are out-
side the 95% confidence interval of fitted values. There were no extreme 
outliers, and with only 18 observations, only one graph was generated. The 
coefficient of the fitted values’ regression line is β=0.0000424.

Figure 1.  Maximum Sustained Wind Speed at Landfall vs NOAA Deaths Normalized.  Figure 1a includes outliers while Figure 1b excludes outliers.  The unit of the x-axis is knots, which is 
commonly used by atmospheric researchers and is equal to 1.852 kilometers per hour. The unit of the y-axis is deaths per average population density of intersected counties. Each point 
is an observation of a hurricane that made landfall. 

Figure 2.  Maximum Sustained Wind Speed at Landfall vs NOAA Damages Normalized. Figure 2a includes outliers while Figure 2b excludes outliers. The unit of the x-axis is the same as in 
the previous regression plot. For the y-axis, the unit is billions of US dollars per average population density of intersected counties.  
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Discussion

Interpreting the Statistics

For each regression, the R-squared values, coefficients, and P values pro-
vide insight into the relationship between wind and hurricane outcome 
variables (see Table 2). The R-squared values suggest that the independent 
variable (maximum sustained wind speed at landfall) cannot explain the 
variation in the dependent variables (deaths, cost of damages, recovery 
aid). For the relationship between wind speed and deaths including out-
liers, the R-squared of 0.0052 was greater than the R-squared excluding 
outliers (0.0007). For the relationship between wind speed and cost of 
damages, the opposite was observed: R-squared for the relationship in-
cluding outliers (0.0024) was less than the R-squared for the relationship 
excluding outliers (0.0457). The lower R-squared for the relationship 
between wind speed and deaths including outliers may point to the fact 
that in the case of outliers, wind speed variance explains less variance 
in outcomes than in hurricanes within the 95% confidence interval. The 
R-squared value for the relationship between wind speed and recovery aid 
was 0.0001.

Low coefficient values (under 0.01) for each variable further suggest that 
there is a positive but weak correlation between wind speed and deaths 
and damages. This may in part be explained by the fact that some hur-
ricanes weaken faster than others and thus correlation for wind speed 
at landfall may be lower than correlation to surface wind speed for all 
non-landfall counties. However, this analysis used wind speed at landfall 
to reflect the Saffir-Simpson scale, which is how counties assess hurricane 
intensity. For recovery aid, the correlation was so small that it can be con-
sidered flat (0.00004). P values (all ≥ 0.1) from deaths, damages, and re-
covery aid analysis suggest that the findings are not statistically significant, 

indicating strong evidence for the null hypothesis – in this case, that there 
is little relationship between the variables studied. We suspect that this 
is in part due to the limited sample size (n = 53), compared to the total 
number of hurricanes that occurred from 1970-2020. However, this may 
also suggest that using wind speed as the determining factor for hurricane 
risk does not reflect the real extent of the correlation between wind speed 
and hurricane impacts. 

Spatial Variation

During data collection, we observed that many of the deaths caused by the 
hurricanes occurred outside intersected counties or states. This is demon-
strated by the large disparity between the NOAA deaths, which are specif-
ic to county/state, and the EM-DAT deaths, which are country-wide. The 
disparity is visible in Fig. 4, which plots EM-DAT deaths against NOAA 
deaths, with a 1:1 ratio notated by the line x=y. Because EM-DAT has few-
er recorded hurricane events than the NOAA database, this comparison 
has a somewhat smaller sample size than our main analysis, at 42 data 
points compared to 53. 

Many of the external deaths were due to flooding caused by storm surge or 
heavy rainfall, following the trend that most hurricane deaths are caused 
by water (i.e. flooding and offshore deaths), in line with previous research 
which found that 80% of U.S. hurricane deaths occur in non-landfall 
counties7,18. Since the bulk of fatalities occur due to water, the hurricane 
does not have to directly hit an area for it to cause deaths. Hurricanes 
cause heavy rainfall across a large area, leading to flooding even if the area 
is not experiencing high winds, and the wind can kick up waves that reach 
a long distance to cause storm surges. The National Hurricane Center lists 
heavy rainfall and inland flooding, storm surge, rip currents, and torna-
does as the primary hazards of hurricanes, along with high winds19. While 
these factors are correlated with wind speed, Irish et al. (2008) demon-
strate that for a given Saffir-Simpson intensity, storm surge can vary as 
much as 30%20. Between our results and existing research that shows the 
role of water in deaths from hurricanes, a hurricane scale that includes 
rainfall predictions may be more effective for hurricane warning and pre-
paredness systems. Risk-prediction models that account for various haz-
ards, such as wind and rain, storm surge, and freshwater inundation have 
been proposed by authors such as Baradaranshoraka et al. (2017)21.   

Outliers

Both NOAA deaths and damages had outliers that were two orders of 
magnitude higher than most other values, notably Hurricane Katrina and 
Hurricane Harvey. Neither hurricane was a Category 5, making landfall 
at Category 3 and 4 respectively. The magnitude of differences between 
the fitted line and observed deaths and damages, particularly in outliers, 
points to the critical human/social/political influence on storm outcomes. 
Much literature has analyzed the role of socioeconomic and demographic 
factors in determining hurricane impact. 

For example, Parker et al. (2009) point to the psychological, organiza-
tional, and political factors that preconditioned the Katrina catastrophe4. 
Bullard (2007) additionally illustrates the “racial divide in the way the U.S. 
government responds to natural and man-made disasters, such as hur-
ricanes and floods, and public health threats,” and Bullard and Wright 
(2009) detail “the role of race and place and how unequal protection and 
unequal treatment make some populations more vulnerable in the re-
building and recovery process”8,22. Addressing the role that social, politi-
cal, and economic factors play in determining the outcomes of hurricanes 
will likely become increasingly important as climate change develops, 
repeating existing patterns of inequality and environmental injustices23. 
 
Alternative Scales

Although the scope of our research was limited, there is significant qualita-
tive research on the importance of scale in perceiving and communicating 
hurricane risk24,25. Given the likelihood of increasingly frequent ‘outlier’ 

Figure 3.  Maximum Sustained Wind Speed at Landfall vs. FEMA Recovery Aid Normalized. 
The unit of the x-axis is knots while the y-axis is a ratio of federally-obligated aid over the 
total project amount.
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events as climate change worsens, a scale that does not correlate strongly 
to deaths and damages may not be an adequate tool for communicating 
risk. Kantha (2006, 2013) examines how the Saffir-Simpson Scale “was de-
vised principally to predict the expected intensity of hurricane wind dam-
age to structures,” and while it has served this purpose, Kantha proposes 
a more comprehensive Hurricane Intensity Index used in conjunction 
with a Hurricane Hazard Index which captures the risk posed by storm 
surge, to prepare prior to landfall and for relief efforts, respectively26,27. 
Senkbeil and Sheridan (2006), noting that the Saffir-Simpson scale fails 
to accurately “account for observed impacts over land,” also propose a 
Hurricane Classification System which also accounts for surges28. More 
recently, Rezapour and Baldock (2014) propose a hurricane hazard in-
dex that demonstrates a stronger correlation to deaths and damages for 
recent hurricanes (2003-2012) and includes a rainfall subindex29, while 
Klotzbach et al. (2020) propose that indices account for surface pressure 
as well30. 

Nonetheless, this proliferation of new indices might undermine their ac-
ceptance and understanding by target users. Indeed, while the push for 
research in this area might develop powerful risk assessment tools, public 
authorities and citizens might become confused about which one to rely 
on, ultimately undermining hurricane hazard mitigation strategies. Last-
ly, residents of areas where hurricanes strike are deeply attached to their 
homes, and the decision to leave in the face of a hurricane is rarely solely 
a calculation of risk31. Future research that controls for how many people 
evacuate an area rather than total population density may provide deep-
er insight into the potential risk of hurricanes and success of emergency 
management planning. Further, while the adoption of a new scale may 
better capture hurricane risk, policies such as hurricane scales often take 
years to change, and more immediate strategies to improve the resilience 
of coastal areas are critical in the meantime.

Conclusion

In addition to accounting for more recent hurricanes, our research aligns 
with existing literature to conclude that the Saffir-Simpson Scale does not 
strongly correlate with hurricane impacts, namely the cost of damages in-
curred, deaths, and recovery aid. Discrepancies in the deaths and damages 
in counties intersected by hurricanes tracks compared to country-wide 
deaths and damages point to the importance of factors other than wind 
speed, such as storm surge or rainfall. Observed outliers further suggest 
the importance of social, political, and economic factors in determining 
hurricane impact. Given the likelihood that hurricanes will become more 
frequent and severe due to climate change, our research highlights the 
need for more comprehensive hurricane risk calculation and communica-
tion to minimize their impacts. 

Additionally, our research has identified several areas for future research 
or action. Notably, the lack of a centralized federal database recording 
hurricane characteristics, deaths, cost of damages, federally obligated re-
covery aid, and emergency evacuation reports may present a barrier to 
future research. Constructing such a database could facilitate a better 
understanding of hurricanes and in turn improve hurricane preparation 
and response by federal agencies such as NOAA and FEMA. While we 
identified discrepancies in deaths and damages that occurred in counties 
or states intersected by hurricane tracks versus country-wide deaths and 
damages, another critical area of future research may include comparisons 
of indirect and direct deaths. For example, Rappaport & Blanchard (2016) 
found that since 1995, the ratio of indirect deaths to direct has increased 
from 1:2 to 2:1, partly due to differences in how deaths are categorized, but 
also potentially due to changes in electricity infrastructure and evacuation 
procedures32. The causes of indirect and direct deaths in intersected coun-
ties and counties outside the immediate hurricane track may be an area 
where research could be life-saving. Finally, while literature has already 
suggested new indices for evaluating hurricane risk and hazard, further 
research on combining social, political and economic vulnerability indices 
with storm surge, rainfall, and inland inundation risk indices will be criti-
cal in improving the resilience of coastal areas. 
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Coastal Sea-Ice Break-Up Events in Beringia

Samuel Aucoin1, Bruno Tremblay1,2, Robert Newton2

Abstract

We quantify changes in break‐up events of landfast ice in the transition from a perennial to a seasonal sea
ice cover in the Arctic. A break‐up event is defined as a time when coastal sea ice concentration drops below
95% after a minimum period of 10 days of stable ice conditions. To this end we analyze output diagnostics
from the Community Earth System Model (Version 1) – Large Ensemble from 1920 to 2080, focusing on six
coastal communities of Alaska, Chukotka, and the Kamtchatka Peninsula: Utqiaġvik, Point Hope, Gambell,
Novoye Chaplino, Sireniki, and Pakhachi. Model results generally agree with the satellite record with open
water formation along the coastline associated with sustained offshore winds, although the sensitivity of
CESM1‐LE is higher than that of observations due to the absence of a landfast ice parameterization in CESM1‐
LE. Specifically, we see a linear relationship between the magnitude of the opening and offshore surface 
wind stresses integrated over the 10 days prior to the opening event, (p‐value < 0.01). While the break‐up 
event frequency increases (5.53 × 10−5 events/day/year for Utqiagvik) in the 21st century due to the thin-
ning, or weakening, of the landfast ice cover, the total number of winter break‐up events decreases due to a 
shortening of the winter season (mean of ‐5.3 days/decade).

Introduction

The Arctic is home to approximately 4 million inhabitants1, spread out 
across seven countries. Landfast ice, defined as sea ice that is fastened to 
the shore or ocean floor, is an important part of Arctic coastal ecosys-
tems2. Arctic communities often depend upon local landfast ice for daily 
activities such as hunting and fishing3, transportation, and recreational 
activities and thus have an intimate relationship with sea ice. While large‐
scale mean changes in Arctic sea ice have been studied extensively (e.g.4–8 
etc.), of more immediate use and concern to local peoples9 are small‐scale 
spatial and temporal changes, which have received less attention. Under-
standing the changes in the stability and predictability of landfast ice for 
instance10. The Arctic has had perennial ice cover since at least the mid 
Holocene Climactic Optimum11, and is expected to transition to seasonal 
cover before the mid 21st century4,5. It is therefore important to better un-
derstand this transition, which is likely too rapid for local communities to 
adapt to without severe social and economic stress.

Despite its name, landfast ice is very much a dynamic system, and under-
standing those dynamics is key to ensuring the safety and well‐being of 
those who depend on it. In this study, we investigate break‐up events10,12–14, 
which is the phenomenon where a portion of landfast ice breaks away from 
the coast during winter, forming an area of open water, followed by the 
closing of the pack ice several days later. These events are important to un-
derstand because they can create unsafe conditions for residents engaging 
in activities on the landfast ice, including becoming stranded on ice that 
has become a drifting floe. There has been some previous work investigat-
ing break‐up events, sometimes named breakout events, but much of this 
work has either been focused on spring break‐up rather than mid‐winter 
events (e.g.15,16), or single events10,12–14, and mostly using a qualitative defi-
nition. While these studies characterized the general mechanisms behind 
break‐up events such as wind forcing, ocean currents, and sea level change 
among other things, the overall understanding is by no means comprehen-
sive. There has not been a study with the same goals as ours: exploring the 
use of models to study break‐up events, and investigating future trends.

Few communities have local landfast ice monitoring systems in place (e.g. 
Utqiagvik, Alaska10), but such monitoring systems do not provide infor-
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mation on future events or trends. In this study we look at decadal projec-
tions in the number of break‐up events in coastal communities of Beringia 
(see Fig. 1), and at physical mechanisms responsible for break‐up events. 
Models are an invaluable tool in climate science since they allow us to 
predict future trends, but some argue that the results involving landfast ice 
should be interpreted with caution17,18 as landfast ice is difficult to model. 
However, since ground and satellite data on landfast ice is severely limited 
in terms of both spatial and temporal scale, the use of models is important 
to understand this phenomenon. 

To this end, we analyse changes in simulated sea ice concentrations from 
the Community Earth System Model (Version 1) – Large Ensemble 
(CESM1‐LE) and passive microwave observations.

Data

Passive Microwave Data

We use daily sea ice concentration (SIC) data from the NOAA/NSIDC 
Climate Data Record of Passive Microwave Sea Ice Concentration (CDR), 
Version 419. The CDR database is based on the SICs from both the NASA 
Team algorithm20, and the NASA Bootstrap algorithm21. The database uses 
the NSIDC Polar Stereographic projection, which has a spatial resolution 
of 25 km × 25 km, and provides nearly continuous daily SIC estimates 
from October 25, 1978 to December 31, 2020. In the following, we omit 
1978 and 2020 to have only complete years, and to be temporally consis-
tent with ERA5 winds. Specific grid cells adjacent to the coast are chosen 
for analysis. We also use daily 10 m wind components from the European 
Centre for Medium‐Range Weather Forecasts (ECMWF) Reanalysis 5th 
Generation (ERA5)22. ERA5 reanalysis, published by the ECMWF, pro-
vides hourly estimates of many Earth system components. We use 10 m 
wind components from the ECMWF ERA5 reanalysis interpolated on the 
Equal‐Area Scalable Earth (EASE) Grid, at a spatial resolution of 25 km × 
25 km. Grid cells located nearest to those chosen from the CDR dataset 
are used for analysis.
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CESM1–LE

We use daily sea ice concentration, radiative surface temperature, and sur-
face wind diagnostics from the Community Earth System Model Large En-
semble (CESM1‐LE)23 . CESM1‐LE uses a rotated grid that puts the North 
Pole over Greenland with a nominal 1‐degree latitude and longitude spa‐ 
tial resolution for the ocean and ice components. The atmospheric grid 
uses a standard spherical polar grid, also with a nominal 1‐degree latitude 
and longitude spatial resolution. In this latitude band, 1‐degree equates to 
approximately 50‐100 km, which is large compared to a typical landfast 
ice extent in this region of approximately 20 km24, but still comparable. 
CESM1‐LE is comprised of 5 individual components (atmosphere, ocean, 
land, sea ice, runoff), and a coupler to transfer the variables between the 
atmospheric and ocean/ice components. The model does not resolve, nor 
does it have a parameterization of, landfast ice, which makes the ice more 
susceptible to dynamical forcings, and is therefore less representative of 
reality. CESM1‐LE has 40 ensemble members, each starting with slightly 
differing initial atmospheric conditions. For this study, only one Ensem‐ 
ble Member (EM2) is analyzed, from January 1, 1920, to December 31, 
2080. The results are robust to the exact choice of member. All ensemble 
members are forced with historical carbon dioxide (CO2) emissions up to 
2005, then follow the Representative Concentration Pathway 8.5 (RCP8.5) 
emissions scenario to the end of the simulation. RCP8.5 represents the 
scenario where current trends in population and economic growth con-
tinue in an absence of climate change policies, and has the highest green-
house gas emissions of the RCPs25.

Methodology

The analysis is conducted for communities in the Beringia region which 
are study sites of the Arctic Robust Communities Navigating Adaption to 
Variability (ARCNAV) project (see Fig. 1). These include three communi-
ties in Alaska (USA) and three communities on the Kamchatka Peninsula 
(Russia): Utqiagvik (AK), Point Hope (AK), Gambell (AK), Novoye Chap-
lino (RU), Sireniki (RU), and Pakhachi (RU).

We identify the closest grid cell of each data set to each community’s loca-
tion to complete our landfast ice analysis (see Fig. 1). The grid cells from 
each of the CESM1‐LE sea ice and atmosphere components are chosen to 
most closely match each other geographically, and likewise for the CDR 
and ERA5 datasets. Each grid cell is chosen based on its latitudinal and 
longitudinal proximity to its corresponding community in combination 
with minimal overlap with the land.

We define the start of the freeze season as the first day of a series of 10 
days with a daily mean greater than 95% SIC and the start of the melt 
season as the first day of a series of 30 consecutive days with SIC below 
95%. For some southern communities, these conditions are no longer met 
later in the 21st century, and the length of the winter season is set to zero. 
We define a break‐up event as a period of at least 2 days with a mean SIC 
below 95%, following a period of 10 days with a mean SIC above 95%. We 
consider a 10‐day period with a mean SIC ≥95% as a stable ice cover. Since 
a break‐up event can last multiple days using this definition (up until the 

stability condition is no longer met), the date on which the SIC of the event 
reaches a minimum is used for date‐specific analysis. We choose a 95% 
SIC threshold for a break‐up event because higher thresholds will trig-
ger too many false events due to noise in the signal, and lower thresholds 
will fail to capture smaller‐magnitude events. The exact number chosen is 
somewhat arbitrary, but thresholds in the range of 90%‐98% show similar 
results (not shown). A different threshold may impact the number and 
average magnitude of events, but likely would not have a major effect on 
the qualitative properties of the observed trends. We therefore choose 95% 
SIC as our threshold, understanding that the trends are more important 
than exact values in this analysis.

Results and Discussion

Historical Record

We describe the general behaviour of the landfast ice cover and break‐
up events for a typical year in the mid 20th century in Utqiagvik (Fig. 2). 
The other communities follow the same pattern with the exception of Pa-
khachi, where winter sea ice cover rarely reaches stability. A qualitative 
analysis shows that most break‐up events are preceded by a large spike in 
both wind speed perpendicular to the coastline, (meridional in Utqiagvik’s 
case) and temperature. 

While temperature is not explored further due to relative unimportance 
compared to wind forcing and lack of observational data, the relationship 
observed in Fig. 2 is explained by further analysis; Both CESM1‐LE and 
CDR observations indicate that they often last a period of 3‐10 days (see 
Fig. 3). The magnitude of a break‐up event is weakly correlated with the 
4‐day integrated off‐shore wind (max. r2 ≈ 0.3)(see Fig. 4) and the three 
to ten day timescale of break‐up events points toward synoptic‐scale (O 
~ 1000 km) weather phenomena, such as storms, that bring strong winds 
and relatively warm temperatures from the south. We infer that atmo-
spheric forcings, specifically storms situated in a geographical position to 
apply off‐shore wind stress, play an important role in causing and modu-
lating the strength of break‐up events.

The model and satellite observations, however, do not always agree on the 
nature of the correlation (see Fig. 4). For instance, meridional (southerly) 
and zonal (easterly) wind anomalies have the largest impact on the mag-
nitude of break‐up events in Utqiagvik in the model and observations, re-
spectively. In CESM1‐LE, the sandspit on which Utqiagvik is located is not 
resolved, and the hamlet faces directly north to the Arctic Ocean, whereas 
in reality it faces north‐west. All other communities considered, except 
Pakhachi, are located on geographical features (e.g. a peninsula) that are 
not resolved in the model For example, Gambell is on an island that does 
not exist in CESM1‐LE (i.e. Gambell is in open water instead of on land). 
In observations (Fig. 4), we find a wide range of zonal wind velocities for 
SIC ≈ 95% (i.e. near‐stable landfast ice), reflecting differences in the inter-
nal ice stress and the presence of anchor points on the ocean floor on the 
shallow shelf12. In CESM1‐LE, however, we see a much tighter SIC‐merid-
ional wind relationship even at near‐stable SIC. This is likely due to the 
fact that CESM1‐LE does not have a landfast ice parameterization (e.g. 26), 
which causes it to be more susceptible to changes in wind forcing since 
there is no frictional force keeping the ice attached to shore, as well as a 
possible underestimation ice thickness near the shore due to a lack of an 
anchor point. 

The addition of such a parameter, such as the one presented in [26], would 
improve the model’s representation of reality, and would likely reduce both 
the number and magnitude of events observed in this study. Moreover, 
there is uncertainty associated with SIC measurements from passive mi-
crowave satellites near the coast due to land contamination27, where satel-
lite have difficulty differentiating between sea ice and land snow. For this 
analysis we accepted that uncertainty since passive microwave satellite 
measurements are still the most consistent data source for SIC. ERA5 wind 
components have also been shown to be less reliable near coastlines, due 
mainly to the differences in surface roughness and solar irradiation28. 

Figure 1. Map of Beringia (area comprising Alaska and Eastern Siberia) and locations of each key 
Arctic Robust Communities Navigating Adaption to Variability (ARCNAV) community: Utqiaġvik, 
Point Hope, Novoye Chaplino, Sireniki, Gambell, Pakhachi (red dots) with the closest grid cells for 
each data set used for analysis; CESM1‐SEAICE (red), CESM1‐ATMOSPHERE (yellow), CDR (green), 
and ERA5 (blue).
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ERA5 is, as well, less reliable in areas of heterogeneous topography28, 
which could affect our results in Novoye Chaplino, Sireniki, and Pakhachi, 
as they are located near mountain ranges. Despite this, ERA5 has been 
found to usable in Europe29 and the South China Sea30, so we therefore be-
lieve ERA5 reasonably represents meteorological conditions in Beringia, 
within a degree of uncertainty. 

Additionally, there could be an introduction of errors from downscaling 
the 1‐degree model resolution for use at these locations, as the resolution 
is larger than the phe‐ nomena. For example, a break‐up event could be 
detected in CESM1‐LE that occurs far enough offshore to no longer be 
considered landfast ice. As a consequence of this, we expect CESM1‐
LE to overestimate break‐up events. Despite these caveats, we find that 
CESM1‐LE generally represents observed break‐up events statistically 
well in terms of number, magnitude, length, frequency, and mechanisms 
of events. Based on these findings, we use CESM1‐LE to predict long‐term 
trends in break‐up events.

Projections

The number of break‐up events in a season can be impacted by two op-
posing effects. The first effect is the shortening of the winter season, which 
reduces the number of break‐up events by limiting the amount of time to 
produce them. The second effect is the thinning of the ice cover, which re-
duces the ice strength and increases the probability of a break‐up event for 
a given wind forcing. Results show a negative trend in the mean number 
of break‐up events per winter for all locations in both CDR (not signifi-
cant) and CESM1‐LE (p‐value < 0.01) (see Fig. 5 A.). The negative trend 
is primarily the result of the decrease in the length of the winter season 
(see Fig. 6) as opposed to an increase in the time between events (results 
not shown).

In Utqiagvik and Point Hope, the model predicts a stable landfast ice cover 
being present until the end of the 21st century, contrary to the other four 
locations, in which the landfast ice cover becomes too unstable to meet 
our defined criteria at some point in the 21st century (see Fig. 6). In Gam-
bell, Novoye Chaplino, Sireniki, and Pakhachi, we already see a complete 
absence of stable landfast ice cover, meaning no freeze date is identified, in 
the satellite record in 1, 2, 4, and 14 years at each location respectively. This 
is in accordance with the observational record which shows signs of a tran-
sition to a more unstable landfast ice coverage6,7,31. Primarily, the absence 
of a stable ice cover occurs late in the observational record (approximately 
2015‐2019). Whether this is due to long‐term variability, or a trend, can-
not be inferred from the short record. Nonetheless, it is consistent with 
model results.

The dominant effect changing the number of break‐up events over the 
course of a winter (shortening of season versus thinning ice cover) de-
pends on location (see Fig. 5 B.). In both the satellite observations and the 
model simulation, the more northern locations with a stable landfast ice 
regime (Utqiagvik and Point Hope) show almost no correlation between 
the number of events and the length of season; the more southern loca-
tions show a significant correlation with the length of the winter season. 
In CESM1‐LE, we observe that Utqiagvik and Point Hope have positive 
slopes for break‐up event frequency, which can be interpreted as 1 event 
every x days during the winter season (expressed in events per day per 
year), while Gambell, Novoye Chaplino, and Sireniki have negative slopes 
(all p‐values < 0.01 and mean across 6 locations of −5.80 × 10−5 events/
day/year, p‐value < 0.01) (results not shown). All locations have decreasing 
season length (mean of −5.3 days/decade). The combination of these two 
measures results in negative slopes at all locations for break‐up events per 

Figure 2. Sea‐ice concentration (blue), surface ice temperature (red), and meridional wind 
speed (dark green) from the CDR, ERA5 and CESM1‐LE EM 2 in Utqiagvik. The left‐hand side 
vertical axis is both wind speed (m/s) and temperature (°C). Winter 1980 is shown for both 
CESM1‐LE and CDR to represent typical mid‐20th century years. A break‐up event (blue cir-
cles) is defined as SIC falling below 95% following stable ice cover for 10 days. The start of the 
freeze season (green lines) is defined as the first day of a series of 10 days with a daily mean
greater than 95% SIC, and the start of the melt season (green lines) is defined as the first day 
of a series of 30 consecutive days with SIC below 95% SIC.

Figure 4. Scatter plot and linear regression of sea‐ice break‐up event magnitude, defined 
as minimum SIC of the event, and a four‐day moving sum of meridional/zonal wind velocity 
preceding each event for one grid cell offshore Utqiagvik from the CDR, ERA5 databases and 
EM 2 of CESM1‐LE.

Figure 3. Histogram of the length of all events for one grid cell offshore of each location 
from the CDR and CESM1‐LE datasets. Pakhachi is not included as there are too few events to 
analyse. The mean of each distribution is included as a vertical red line.
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year (all p‐values < 0.01, mean of −0.020 events/year). In the CDR, we 
ob‐ serve that Utqiagvik (p‐value < 0.01), Point Hope (not significant), 
and Novoye Chaplino (p‐value < 0.01) have positive slopes for break‐up 
event frequency, Sireniki has a negative slope (p‐value < 0.01), and Gam-
bell has a slope of 0 (not significant) (mean of 1.27 × 10−4 events/day/year, 
not significant). In accordance with the model, all locations have decreas-
ing season length (mean of −9.8 days/decade, p‐value < 0.01), resulting in 
non‐significant slopes for break‐up events per year at all locations, except 
for Gambell (p‐value ≈ 0.08) and Sireniki (p‐value < 0.01) with negative 
slopes (mean across 6 locations of −0.006 events/year, not significant). 
In general, the number of events per year decreases significantly every-
where within the CESM1‐LE, whereas in satellite observations, the trends 
are generally not significant, with the exception of winter season length, 
which decreases in both model and satellite observations significantly.

Conclusions

The evolution of mid‐winter coastal ice break‐up events is an important 
factor to monitor for ensuring the safety of residents within coastal Arctic 
communities. An analysis of several Arctic communities with the CESM1‐
LE shows that its sea ice component, despite not having a landfast ice pa-
rameter, reasonably simulates break‐up event magnitude and frequency. 
Moreover, in this analysis we demonstrate that these events are associat-
ed with synoptic‐scale sustained offshore wind, and that their frequency 
under climate change depends on the two opposing effects of decreasing 
winter length, and decreasing ice stability. We show that the magnitude of 
each effect is associated with the minimum winter season length, which 
is approximated by latitude. This analysis also reveals that some commu-
nities have already begun a transition to a new, less stable sea ice regime,

where break‐up events are more frequent, and the winter season shorter. 
Model simulations indicate that most coastal Alaskan communities will 
pass through such a transition in the 21st century. The transition will not be 
easily predicted from local observations, and is likely to present increased 
risk for residents making their livelihood on the ice. We hope that under-
standing these trends can augment local and indigenous knowledge and 
improve people’s capacity to manage the risks.

Acknowledgments

This study is a contribution to NSF proposal number 1928126. We ac-
knowledge the CESM Large Ensemble Community Project and supercom-
puting resources provided by NSF/CISL/Yellowstone23. We acknowledge 
the NOAA/NSIDC Climate Data Record of Passive Microwave Sea Ice 
Concentration provided by the National Snow and Ice Data Center19 ,22 was 
downloaded from the Copernicus Climate Change Service (C3S) Climate 
Data Store. The results contain modified Copernicus Climate Change Ser-
vice information 2021. Neither the European Commission nor ECMWF is 
responsible for any use that may be made of the Copernicus information 
or data it contains. S. A. acknowledges funding from the NSERC USRA 
bursary program.

Figure 5. A. Mean Number of break‐up events per year for the 6 considered locations identi-
fied from CDR (solid orange line) and CESM1‐LE (solid blue line) with their linear regressions 
(black dotted and solid lines respectively). B. Scatter plot between the length of the winter 
season (days) and number of events (blue dots) with linear regressions (red lines). Pakhachi 
shows only one break‐up event, and therefore a correlation is not possible. Model compo-
nent is from ensemble member 2 of the CESM1‐LE.

Figure 6. Decadal mean SIC lost between the start and end of each dataset (shaded regions); 
CDR satellite observations (1979‐88 & 2010‐19, green), and CESM1‐LE simulation (1920‐29 
& 2071‐80, blue, and 1979‐88 & 2010‐19, black). The full CESM area does not cover the later 
1979‐2019 CESM area for Pakhachi because the first decade of its time series has anomalously 
low SIC.
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Abstract

The evolution of antimicrobial resistant pathogens constitutes a significant global public health threat. 
Combined with the lack of incentive for pharmaceutical companies to invest in developing new antibiotics, 
it is clear alternative treatments are needed. Bacteriophages present one possible avenue as they harness 
the diversity and specificity of a microorganism that has coevolved with bacteria. However, little is known 
about these bacterial viruses. The SEA-PHAGES program was designed to identify and characterize novel 
bacteriophages and their associated gene functions. Herein, we report the genome annotation of one such 
novel phage: Mycobacteriophage Blizzard (GenBank accession number MW712733). Blizzard’s gene content 
was functionally annotated using bioinformatic tools including DNA Master, Phamerator, and NCBI BLAST, 
to call start sites as well as predict gene function. Overall, 96 genes were identified, including a tRNA and a 
translational frameshift, using highly similar reference phages BEEST, Belladonna, and CREW. From the 96 
genes identified, 46 were functionally annotated. The remaining 50 genes have unknown functions due to 
the lack of significant matches in the databases. Our results demonstrate a novel annotated phage, whose 
genome serves to expand the understanding of phage biology and potential implications as alternative 
treatment to antibiotics.

Introduction

Bacteriophages (phages) are the most abundant, ubiquitous, and diverse 
microorganisms on Earth2. Phages are viruses that infect bacteria and have 
been isolated from every biome where their bacterial hosts are found1. 
Their host range can span from a considerable breadth of numerous strains 
across bacterial species or genera to a narrow specificity of a single strain 
within a bacterial species. Phages that bind to a unique receptor are prone 
to show a narrow host range, while those that bind to multiple receptors 
tend to have a larger range3. 

Phages are differentially classified according to their physical structure. 
The largest of these classifications, the Caudovirales order, represents 
over 96% of the phages known to date. Caudovirales are characterized as 
non-enveloped, tailed phages with a double-stranded DNA (dsDNA) ge-
nome contained in an icosahedral protein capsid4, 5. A phage that is shown 
to infect pathogenic bacteria but does not kill commensal organisms can 
be employed to develop phage therapies, which use phages to treat bacte-
rial infections3. This therapy presents an alternative option relevant to the 
antibiotic resistance crisis. 

With the rise in antimicrobial-resistant infections and the pipeline for new 
antibiotics growing dry, phage therapy has become a more relevant solu-
tion. It has been shown to successfully clear multidrug-resistant mycobac-
teria both in vivo and in vitro6, 7, 8. Interestingly, the selected phages used 
to target these bacteria were isolated through the SEA-PHAGES program. 
SEA-PHAGES (Science Education Alliance Phage Hunters Advancing Ge-
nomics and Evolutionary Science) is a program dedicated to cataloguing 
novel bacteriophages in the public Actinobacteriophage Database (Phag-
esDB)9. To isolate phages, the SEA-PHAGES program uses Actinobacteria, 
such as mc2 155, as bacterial hosts. To date, 17,000 actinobacteriophages 
have been isolated and 3,000 have been sequenced by SEA-PHAGES10. 
This expansion of phage gene sequencing has necessitated the grouping of 
mycobacteriophages into clusters and subclusters according to their nucle-
otide similarity11. Following the sequencing of novel phages, the genome is 
annotated. Annotated genomes improve efficiency when developing phage 
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therapies, which is essential when treating patients with critical bacterial 
infections12. The more phages are characterized, the more options there are 
for researchers attempting phage therapy, and the more rapidly we are able 
to identify and gather phages to target specific bacteria12.   
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Figure 1. Phylogenetic tree comparing the full genome of Blizzard (Query_44707 - red box) 
to the full genome of similar mycobacteriophages. BEEST (green box) appeared as the closest 
relative to Blizzard, sharing the closest ancestor. CREW (blue box) and Belladonna (purple box) 
appeared further along the branches. Obtained from BLASTn14.
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Genome annotation utilizes bioinformatics, a multidisciplinary field of 
science that focuses on computational analysis of biological data13. To 
annotate a phage genome, various tools including DNA Master14, NCBI 
BLAST15, Phamerator16, and Aragorn17 are used to align DNA and predict-
ed protein sequences of interest to reference phages. This comparison is 
used to subsequently infer gene start coordinates, gene functions, as well 
as genetic elements such as frameshifts and tRNAs. The annotated genome 
must then be reviewed manually in accordance with guidelines set by Gen-
Bank to standardize annotation and generate admissible data. 

Our chosen novel phage, Blizzard, was discovered in 2013 by Jean Klonch-
ko Bull at Hope College. It was isolated from an enriched soil sample using 
the host Mycobacterium smegmatis mc2 155, a nonvirulent relative of M. 
tuberculosis, and sequenced via Illumina sequencing18. We aim to annotate 
the Blizzard genome by finding putative protein coding and tRNA genes as 
well as predicting their start sites and functions to contribute to the Phag-
esDB database.  Blizzard has over 97% homology with multiple members 
of its K1 subcluster15. We hypothesize that upon analysis, according to the 
annotation guidelines set by GenBank, Blizzard’s genome will reveal gene 
functions, start sites, and tRNAs similar to many subcluster K1 phages, 
some of which are promising therapeutic agents.

Methodology

Retrieving the Complete Blizzard Sequence 

The discovery and sequencing output data of Blizzard was obtained from 
PhagesDB18. From here, we extracted the fasta file of the complete Blizzard 
sequence as well as other characterization information. 

DNA Master version 5.23.5 was used as the primary program for the ge-
nome annotation14. DNA Master setting preferences were updated to re-
flect the SEA-PHAGES Bioinformatics Guide recommendations19. The au-
to-annotate function of DNA Master was used to add gene predictions to 
the draft annotation of the phage genome14. We then performed a BLAST 
search on all the genes against the NCBI public database15.  

Gene Calling

To determine the validity of the gene calls made by DNA Master, we as-
sessed which auto-annotation programs called the gene, the evidence of 
coding potential, and the presence of the same gene in other phages from 
the same cluster. The two auto-annotation programs used were Glim-
mer and GeneMark20, 21. Both systems specialize in determining the gene 
start sites of microbial genomes and can distinguish between coding and 
non-coding sequences20, 21. Coding potential was also determined using 
GeneMarkS graphs. The bioinformatic tool Phamerator was used to com-
pare the Blizzard genome to BEEST (Accession number: MH509444.1, 9), 
CREW (Accession number: KY380102.1, 9), and Belladonna (Accession 
number: MH697578.1, GenBank direct submission), three annotated 
phages from the same cluster as Blizzard16. 

These phages share 99.95%, 96.36%, and 95.34% in nucleotide identity, re-
spectively, with Blizzard15. Percent identity and e-value, indicators of qual-
ity and similarity to the query sequence, were also recorded for each gene. 
Additionally, every gene was assessed on their adherence to the major 
guiding principles as defined by the SEA-PHAGES bioinformatics guide. 
An overlap of 4 base pairs (bp) between genes is optimal, while over 30 bp 
may be unfavorable. The length of a gene is usually above 200 bp, but they 
can still be considered if they are over 120 bp19.  

Gene Start Site 

To determine the start site of the genes, the suggested calls of Glimmer and 
GeneMark were noted20, 21. Next, using the Ribosome Binding Site (RBS) 
or Shine-Dalgarno Sequence Finder within DNA Master, the start sites 
with the most favorable scores were selected14. The RBS Sequence Finder 
is an algorithm assessing the upstream sequence of start codons, evaluat-
ing multiple variables such as the distance between this sequence and the 

start codon. The Z-Score and final score were used to determine the cali-
ber of each start call14. The program Starterator was then used to examine 
all the genes within the same cluster as Blizzard. Starterator examines the 
alignment of the longest open reading frame (ORF) of each gene in related 
phages and assists in determining which start is present in most annotated 
genomes19. Then, the local BLASTp results were assessed to determine if 
the start site was conserved in other phage genomes15. The consensus of 
the percentage alignment, percentage similarity, e-value, and start position 
alignment were used to call the start sites. 

Gene Function

To determine the putative function of genes, the amino acid sequenc-
es were compared by sequence alignment via PhagesDB, GenBank, and 
NCBI databases15, 18, 22. Only proteins with an e-value of 10-4 or less, with 
an appropriate query coverage, were selected. HHpred was then used to 
analyze the best match to the selected database sources (PDB, SCOPe7-A, 
Pfam-A, and NCBI CD) with a high probability score (>90%)23. Synteny, 
the use of the location of a gene to ascribe its function, was evaluated using 
Phamerator with reference phages BEEST, Belladonna, and CREW16. The 
general consensus of these tools determined the function of the genes. 

Identifying tRNA in the genome 

Aragorn and tRNAscan-SE were used to assess the presence of tRNAs 
through the prediction programs17, 24. Both programs were run during 
manual annotation to call for the stop site of the tRNA, if present, and 
scan the phage genome for a conserved region in the tRNA. Results from 
Aragorn embedded in DNA Master were compared to those from tRNA-
scan-SE and the updated online version of Aragorn. 

Evaluating the Presence of Frameshifts 

Phamerator and BLAST were used to determine the location of the shift 
in the protein sequences15, 16. Then, the direction of the frameshift and the 
coordinates of the slippery sequence were identified19. To edit frameshifts 
for Blizzard, we used the Six Frame Translation window in DNA Master14. 
The gene slippage was identified by observing a 5’-GGAAAA-3’ sequence 
common to all K1 phages25. 

Adding Genes

After manual annotation of genes called by DNA Master, large gaps (>120 
bp) between genes were evaluated using the same protocol employed for 
the manual verifications, to see whether any genes were missed during 
auto-annotation.  

Results

Overall Genome Characteristics 

Blizzard is part of the K1 subcluster. Its genome is 59,905 bp and has a 
G/C content of 66.6%18. The auto-annotation resulted in a list of 97 pro-
tein-coding genes and one tRNA sequence. After the manual annotation, 
a total of 95 protein-coding genes and one tRNATrp were confirmed. Func-
tions were assigned to 46 genes, including all the genes that qualified for 
functional assignment via synteny. Additionally, functions were called for 
all required genes as outlined by the SEA-PHAGES Bioinformatics Guide. 

tRNA

The tRNA gene identified in the original auto-annotation was located at 
1052-1128 bp, and was identified as a tRNATrp, carrying a CCA anticodon 
(Figure 2). This gene was 76 bp long, within the normal range for a tRNA. 
However, its 3’ end did not include the necessary terminal sequence. The 
Aragorn software output resulted in a correctly trimmed tRNATrp sequence 
at 1053-1126 bp, containing one C base of the conserved 3’ terminal se-
quence.  
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Modifications to the Auto-Annotation

Deleted Genes

Predicted genes 5, 18, and 42 were determined to not be true protein-en-
coding genes as they all had only one or zero BLASTp matches, were not 
called by GeneMark, and had no similar genes in Belladonna or CREW 
(Figure 3). The genes were all shorter than 200 bp and genes 18 and 42 
faced the reverse direction of those flanking them, which is uncommon 
for putative protein-encoding genes16. 

Frameshift

Genes 20 and 21 encode the tail assembly chaperone genes. These genes 
contain a programmed -1 translational frameshift across a slippery se-
quence (5’-GGAAAA-3’). Such a frameshift is conserved across K1 phag-
es, including BEEST, Belladonna, and CREW (Figure 4)16, 18, 25. The slippery 
sequence was identified with the first “A” nucleotide located at 11,670 bp 
(Figure 5). The annotation for gene 21 was modified to include two re-
gions. The first region began at the start site for gene 20 (11,629 bp) and 
ended at the first “A” (11,670 bp) while the second region began at 11,629 
bp and ended at the gene 21 stop site, 12,116 bp.  

Added Gene

Large gaps are uncommon in phage genomes, such that stretches of unas-
signed DNA greater than 120 bp were examined for putative genes19. An 
additional gene not called by the auto-annotation was identified between 

Figure 2. The predicted structure of the trp-tRNA. Structure predicted by Aragorn 1.2.3822.

Figure 3. Phamerator maps comparing (A) Blizzard’s auto-annotated gene 5 (labelled 5) to 
gaps in Belladonna and CREW, (B) Blizzard’s auto-annotated gene 18 (labelled 19) to gaps 
in Belladonna and CREW, and (C) Blizzard’s auto-annotated gene 42 (labelled 43) to gaps in 
Belladonna and CREW. Each box represents a gene, and the scale indicates kbp. The colour of 
the genes indicates their gene family, and background purple indicates sequence similarity, 
while background white indicates dissimilarity. Map generated by Phamerator19.

Figure 4. Phamerator genome map showing tail assembly genes in Blizzard (auto-annotat-
ed), Belladonna, and BEEST. The programmed translational frameshift is visible in Belladonna 
and BEEST genes 19 and 20 but is not yet edited in Blizzard_Draft genes 21 and 22 (within the 
red box). Each box represents a gene, and the scale indicates kbp. The colour of each gene 
indicates their gene family and background purple indicates sequence similarity between the 
two genomes. Map generated by Phamerator19.

Figure 5. DNA Master Six frame view showing gene 20 in green and gene 21 in red, with the 
slippery sequence in the red box. Figure from DNA Master, version 5.23.515.
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auto-called genes 71 and 72. This region of 409 bp did not show coding po-
tential on the GeneMark maps (Figure 6), but it had well-aligned BLASTp 
matches to several putative proteins.  There are also homologous genes in 
Belladonna and BEEST, but not in CREW (Figure 7).  According to the 
Starterator report, this protein was annotated in 46 of subcluster K1’s 83 
non-draft members, excluding Blizzard, in 1 of subcluster K3’s members, 
and in 10 of subcluster K6’s members26. However, few BLASTp matches 
had a percent identity greater than 90% with this protein’s sequence15, in-
dicating that this protein sequence is weakly conserved. 

Ambiguous Gene Calls 

Several genes had conflicting evidence for different potential start sites, 
such as gene 46. The gene was not called by GeneMark’s auto-annotation. 
However, it was called by Glimmer, had atypical coding potential in the 
GeneMarkS graph (Figure 8), and had strong BLASTp similarity to the well 
characterized Cro protein, and therefore it was determined to be a gene. 
Glimmer called the start site at 35,432 bp, but the start site with the best 
RBS score was 35,456 bp. Starterator called a third start site at 35,474 bp 
as the consensus, present in 20.3% of annotated homologues. The 35,432 
bp start resulted in the longest reasonable ORF. In the K1 phage BEEST, a 
similar gene had a start site at 35,474 bp (Figure 9). Gene sequences with 
the different start sites were analyzed by BLASTp, and the sequence start-
ing at 35,432 bp had the strongest results. Ultimately, the Glimmer call, 
BLASTp results, and the ORF length were determined to be the stronger 
pieces of evidence, and the start site was called at 35,432 bp. 

Another ambiguous start site call was gene 62. Glimmer called the start at 
41,471 bp, while GeneMark called it at 41,453 bp. The Starterator report 
called the consensus start at 41,447 bp. 41,447 bp also had the highest RBS 
score and longest possible ORF. Additionally, it resulted in the ideal 4 bp 
overlap with the previous gene (bioinformatics guide). For these reasons, 
41,447 bp was called as the start site for gene 62. 

Some gene functions were difficult to call due to conflicting evidence. 
Gene 71’s strongest BLASTp match was DNA primase from Adephagia, 
however, further analysis suggested the presence of additional domains: 
there were BLASTp matches to DNA primase/helicase and DNA primase/
polymerase. The HHPred data support the presence of additional do-
mains, as the 5’ end sequence of gene 71 best matched a DNA primase, 
and the 3’ end matched a helicase. We sought to confirm a helicase domain  
running only the suspected domain’s sequence in BLASTp but obtained no 
different results than for the entire gene 71. Thus, there was insufficient 
evidence to conclude that gene 71 had a helicase domain, and it was called 
a DNA primase.  

Gene 92’s function was predicted to be “antitoxin in a toxin/antitoxin 
system, HicB-like”. BLASTp results for this protein showed primarily hy-
pothetical protein matches, with some helix-turn-helix DNA binding do-
main and HicB-like antitoxin matches. HHPred had multiple matches to 
bacterial HicB antitoxin. Although non-phage matches are generally less 
convincing, here the gene function in question was HicB-like, indicating 
similarity to HicB. Given that the data for gene 93 was confidently anno-
tated as HicA-like toxin, synteny suggests that its obligatory counterpart 
HicB-like antitoxin should be the next gene, despite poor BLASTp data. 
 
Discussion

In our annotation of Blizzard, we identified 96 putative genes, including 
one tRNA. We were able to assign known functions to 46 of the genes. 
In accordance with our hypothesis, the called genes and their locations 
were like other K1 phages. Our manual annotation was revised by the 
SEA-PHAGES review board, who completed the annotation of gene 1 
and added gene 94, bringing the total gene count to 97. Blizzard’s 5’ end 
showed a conserved sequence of structural genes and many hypothetical 
proteins directly downstream of that region. Closer to the 3’ end of the 
genome, non-structural proteins were identified. These are required for 
the phage’s lysogenic life cycle and DNA replication.

Blizzard has one more gene than its closest relative BEEST but otherwise 
contains the same gene families in the same locations16. Adephagia and 
Blizzard are also nearly identical; Blizzard has two additional genes, genes 
70 and 94, as well as a non-homologous gene number 6416. The prominent 
presence of gene 70 in the K1 subcluster compared to its sparse occurrence 
in the other K subclusters despite its low BLAST matches could indicate 
that the gene is likely not involved in a critical phage function but that its 
function may still be somewhat advantageous to K1 phages specifically. 
However, it should be noted that there is a possibility for this gene to be an 
artifact; in vitro experiments would be needed to confirm the annotation’s 
validity. 

Notably, we identified a translational frameshift in the 5’ region, in the tail 
assembly chaperone genes. This corresponds with the highly conserved 
translational frameshift found in dsDNA bacteriophage tail assembly 

Figure 6. GeneMarkS graph of the gap between genes 71 and 72 (red box) and the ORF where 
gene 71.5 was inserted (green box). Horizontal lines indicate ORFs, with upward ticks indicating 
potential start sites and downward ticks indicating stop sites. Black curves indicate typical 
coding potential, white red dotted curves indicate atypical coding potential. Scale is measured 
in base pairs. Figure from GeneMarkS version 2.5p18.

Figure 7. Phamerator maps comparing the gap in Blizzard auto-annotation where gene 71.5 
was inserted with (A) gene 70 in Belladonna, (B) gene 70 in BEEST, and (C) a gap in CREW. 
Each box represents a gene, and the scale indicates kbp. The colour of the genes indicates 
their gene family, and background purple indicates sequence similarity. Map generated by 
Phamerator19.

Figure 8. GeneMarkS graph of gene 46 (35432-35713 bp). Horizontal lines indicate ORFs, with 
upward ticks indicating potential start sites and downward ticks indicating stop sites. Black 
curves indicate typical coding potential, white red dotted curves indicate atypical coding 
potential. Scale is measured in base pairs. Figure from GeneMarkS version 2.5p18.
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genes25. Although other phage genes can undergo translational frame-
shifts, we only considered the one in the tail assembly chaperone genes, 
as it is the only programmed translational frameshift in phage genomes 
supported by in vitro experiments25.  

Blizzard’s genome contains a single tRNATrp gene, as do most phages in 
sub-cluster K116, 18. Phages use host translation machinery, so they do not 
typically encode translational proteins, although some phages encode 
tRNA molecules27. Phages may encode tRNAs for amino acids used com-
monly in phage proteins but not host proteins in order to make translation 
more efficient27. This would suggest that Blizzard’s proteins contain more 
tryptophan codons than its host(s). This result aligns with phage biology as 
Blizzard is a temperate phage and thus integrates its genome within that of 
the host. Temperate phages encode fewer tRNAs than lytic phages, which 
replicate in and lyse their host cell, as temperate phages have lower codon 
biases and few compositional differences from their host genome, facilitat-
ing genome integration27. 

We called the function of gene 71 as DNA primase, but HHPred data sug-
gests that this gene contains a helicase domain as well. Gene 71 could con-
tain a primase/helicase polyprotein that is separated post-translationally 
via proteolytic cleavage. If gene 71 codes for a polyprotein, there is likely a 
protease gene present elsewhere in Blizzard’s genome.  Alternatively, this 
gene could encode a single bifunctional primase/helicase enzyme, as ob-
served in other Caudovirales phages such as T728.

Blizzard’s gene 40 did not have a homologue in many K1 phages, however 
there are homologues present in some K3 and K6 phages. This implies that 
the gene may have been present in the last common ancestor of K cluster 
phages and was lost in most K1 phages. Alternatively, Blizzard and other 
cluster K phages could have acquired it horizontally29. In vitro experimen-
tation involving gene 40 knockout strain of Blizzard could determine the 
function and necessity of this gene.  

While manual annotation allows for integration of results from various 
bioinformatics and auto-annotation software, the methods can still be 
perfected as the estimates of gene functions are mainly based on synteny 
and comparison with closely related phage genomes. Since many of the 
tools used also rely on similar algorithms, it is also possible that if one tool 
provides erroneous data, other tools may also have made the same error. 
This limitation illustrates the importance of using a variety of types of tools 
with differing algorithms to come to a well-supported decision when mak-
ing a conclusion. Phage-specific auto-annotation software, PHANOTATE 
and Prodigal, can be used to confirm our results30. Another limitation of 
this genome analysis is that it is not possible to determine the functions of 

many of the proteins present in Blizzard. To further confirm our predic-
tions and function assignments and determine the function of hypotheti-
cal proteins, in vitro proteomic studies should be performed.

Significance of Genome Annotation  

As phages play a crucial role in ecological processes, the characterization 
of isolates contributes to the understanding of the diversity of phages in 
the environment. By studying genome organization and gene conserva-
tion, we can better understand phage biology. Furthermore, the screening 
and identification of phages adds to the library of characterized genomes 
required for phage therapy31. 

In fact, some phages isolated and annotated by SEA-PHAGES have been 
used for the treatment of drug-resistant mycobacterial strains7. Recently, 
Guerrero-Bustamante et al. created a five-phage cocktail that efficiently 
kills several strains of M. tuberculosis while minimizing phage resistance8. 
One of the five phages was an engineered strain of Adephagia, a phage dis-
covered through the SEA-PHAGES program. The tyrosine integrase and 
immunity repressor genes necessary for lysogeny were deleted in the strain 
AdephagiaΔ41Δ43, creating a lytic derivative8. Adephagia and Blizzard are 
both K1 phages with similar gene functions, as previously discussed. This 
makes Blizzard an ideal candidate to test against M. tuberculosis. Our an-
notation contains the putative locations and sequences of the immunity 
repressor and integrase genes and could be used to target these genes to 
engineer a lytic mutant. Furthermore, Blizzard has first been isolated us-
ing the Mycobacterium smegmatis mc2 155 host, a laboratory strain of a 
non-pathogenic relative of M. tuberculosis18, 32, 33. This host has been used 
to isolate 11,752 phages thus far, across at least 31 different clusters, yet 
despite this wide diversity and large number, only phages of cluster K and 
subclusters A2 and A3 are known to also infect M. tuberculosis efficiently18, 

34. Little is currently known about receptors phages utilize to invade Myco-
bacterium hosts34, but it can be hypothesized that M. tuberculosis and M. 
smegmatis share a surface protein that is used as a receptor by K-cluster 
phages. Because Blizzard is contained in subcluster K1, it is possible that 
Blizzard can infect M. tuberculosis in a similar way it can penetrate the 
M. smegmatis host. Thus, creating a lytic Blizzard derivative and testing 
it for activity against M. tuberculosis through plaque assays is a promising 
future direction, as this could provide another potential phage for use in a 
cocktail against tuberculosis. 

Finally, when choosing bacteriophages to use in a cocktail, it is important 
to determine whether the phages in question contain any genes that would 
promote the virulence of the bacteria, such as antibiotic resistance genes 
(ARGs). Current data suggests that phages, especially phages with lytic ac-
tivity, rarely encode ARGs35, 36: a recent study showed that of 5295 viral se-
quences reconstructed from river samples, only 25 encoded ARGs35. This 
study also found that in viromes of various habitats such as soil and ocean 
water, only 0.001 to 0.440% of viral reads were predicted to be ARGs35. 
Because so few ARGs were annotated from phage genomes, and because 

Figure 9. Phamerator map comparing Blizzard’s auto-annotated gene 46 (labelled 47), 
starting at 35432 bp, with BEEST’s gene 44 (labelled 44), which starts at 35474 bp. Each box 
represents a gene, and the scale indicates kbp. The colour of the genes indicates their gene 
family, and background purple indicates sequence similarity. Map generated by Phamera-
tor19.

Figure 10. The top HHPred search results for gene 71’s product. These results are visualized 
as thick, coloured bars. Red-coloured bars indicate a strong match to the query sequence. 
The length of the bar corresponds to the section of the query (the thin green bar at the top) 
that the result matches with. Figure from HHPred21. 



McGill Science Undergraduate Research Journal - msurj.comPage 28

our phage annotation depends on previously annotated phages, it is not 
possible to identify ARGs in Blizzard based on bioinformatic annotation 
alone; wet lab experiments would need to be performed. However, even if 
it is found that Blizzard contains an ARG, it would be possible to modify 
its genome to remove the gene for use in therapeutics.

Conclusion

Through this project, we annotated the genome of Blizzard, a temperate 
K1 phage. Blizzard has 96 genes; protein functions were identified for 46 
of these genes, including several genes characteristic of temperate phages, 
as well as a tRNATrp.  Though the annotation relies on a limited number 
of tools and techniques, further in silico or in vitro experiments could be 
performed to confirm the gene positions and functions. The annotated ge-
nome of Blizzard furthers our understanding of phage biology and allows 
better characterization of the phage for use in therapy against antibiot-
ic-resistant bacterial infections. Additionally, the annotation facilitates the 
creation of targeted knockouts of Blizzard, which allows for creation of a 
lytic derivative, as was done with Adephagia7. Blizzard or its lytic deriva-
tive could be tested against drug-resistant pathogens to examine their pos-
sible use in phage therapy. Phages such as Blizzard provide an alternative 
treatment for bacterial infections that could prove invaluable in the fight 
against the antibiotic-resistance crisis.
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Assessing Early Public Response to 
COVID-19-Related Restrictions in New York 
City Using Spatial Analysis of Urban Mobility 
Data

Emily Chen1

Abstract

The rapid spread of COVID-19 in the United States initiated shelter-in-place policies that significantly im-
pacted human mobility and daily routines starting in March 2020. Prior literature has examined the differ-
ences in lockdown policy efficacy and compliance with government orders1-6, as well as the effect of mobili-
ty changes on case counts7-12. However, less attention has been placed on the connection between mobility 
and socio-demographics after the onset of COVID-19 within a city’s borders. This paper focused on how 
human mobility patterns in New York City during the first three months of the pandemic differed based on 
socio-demographic factors like age, household income, and method of transportation to work. A secondary 
analysis determined if the four measurements of mobility used, namely distance traveled from home, home 
dwell time, non-home dwell time, and percentage time home, yielded significantly different findings. A mo-
bility ratio representing the change in mobility between the first two weeks of February and April 2020 was 
created using aggregated and anonymized cellphone mobility data from SafeGraph. A Global Moran’s Index 
was calculated for each mobility ratio to test for the presence of spatial autocorrelation, and then two spatial 
lag models were applied to account for the existence of autocorrelation. That there existed significant differ-
ences in mobility patterns based on socio-demographics reinforced the need for physical distancing policies 
that acknowledge the demographic diversity present not only between but also within cities.

Introduction

Since the United States detected its first case of the 2019 novel coronavirus 
in January 2020, efforts to contain the virus, such as stay-at-home poli-
cies, have greatly restricted human mobility and upended daily routines 
and momentous occasions alike. This retroactive analysis of the interac-
tion between human mobility patterns during the COVID-19 pandemic, 
particularly after the implementation of state-level shelter-in-place orders 
and the socio-demographic differences within a city, contributes to a rap-
idly growing body of literature examining the effectiveness of lockdown 
policies. Prior work has investigated the effect of virus mitigation mea-
sures1-6, mobility7-12, and public gatherings13-15 on the COVID-19 case 
positivity growth rate at various geographical scales. This paper focuses 
specifically on the relationships between average weekly levels of mobility 
and population demographics within New York City census block groups 
(CBGs) from February to April 2020. This work aims to provide fine-
grained analysis on the socio-demographic effects of lockdown measures 
for policymakers and inform future strategies for infection mitigation and 
safe re-opening. To accomplish this goal, this paper raises two research 
questions: 

•	 Research Question 1: Which socio-demographic factors have the 
greatest effect on the change in population mobility in New York City 
(NYC) before and after the implementation of COVID-19-related 
lockdown measures in March 2020? 

•	 Research Question 2: Of the variables measuring the change in pop-
ulation mobility in this research, which one(s) act(s) most robustly as 
a proxy for physical distancing adherence? 

Analyzing population movement to glean human behavior patterns from 
aggregated smartphone data became increasingly common leading up to 
the outbreak of COVID-1916,17. In the earliest months of the pandemic, 
several researchers advocated for the analysis of mobile phone surveillance 
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data to predict the spread of COVID-19 and to understand population 
mobility trends18. Academic and industry researchers from wide-ranging 
disciplines and around the world acted upon these sentiments, produc-
ing a staggering number of analyses on spatial mobility trends during the 
COVID-19 pandemic.
 
Several studies examined the effects of mobility reduction on case counts 
outside of the United States11,19. In a comprehensive review focused on the 
geospatial and spatial-statistical analysis of the pandemic, Franch-Pardo 
et al.20 evaluated 63 scientific articles on the subject and concluded that 
interdisciplinary action, proactive planning, and international solidarity 
were of utmost importance in controlling the spread of COVID-19. One 
notable paper by Pullano et al.21 provided a robust overview of the demo-
graphic, socioeconomic, and behavioral factors associated with decreased 
mobility in France prior to and during the early lockdown period in March 
2020 based on data from aggregated cellphones.
 
Several studies have focused on the relationship between mobility and 
the spread of COVID-19 in the United States3, 22-24. Chang et al.8 sought 
to understand how the COVID-19 spread in ten of the largest U.S. met-
ropolitan areas by constructing fine-grained dynamic mobility networks 
derived from geolocation data that mapped the hourly movements of 98 
million people from neighborhoods to points of interests between March 
and May 2020. The authors found that their model simulating the spread 
of COVID-19 accurately predicted that higher infection rates occurred 
during the first two months of the pandemic amongst disadvantaged ra-
cial and socioeconomic groups because of differences in mobility8. Work 
by Badr et al.7 investigated the effect of large-scale social distancing adher-
ence on the spread of COVID-19 in 25 U.S. counties with the highest num-
ber of confirmed cases as of mid-April 2020. In their analysis, the authors 
concluded that social distancing had a significant effect on the spread of 
COVID-19 and that their findings could translate to other U.S. locations, 
given the geographical diversity of the counties in their sample set. 
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Within NYC, Lamb et al.12 conducted an ecological study of residents us-
ing data for the number of daily visits to points of interest (POIs). The 
authors found that the proportion of the population living in households 
with more than three inhabitants, the proportion of uninsured 18-64-year-
olds, the proportion of the population self-identifying as White, and me-
dian household income were the four aggregate markers of socioeconomic 
status that yielded the highest R2 value across four time periods in April 
2020. Their analyses revealed that changes in mobility and SES markers 
explained 56% of the variability in case positivity through 1 April 2020, 
but then dropped to a rate of explanation for case positivity variability of 
just 18% by 30 April 2020. 

These findings suggest that after COVID-19 cases peaked on 6 April 2020 
in NYC, the SES markers became less predictive due to greater testing 
capacity, higher SES areas having lower case positivity due to potentially 
greater engagement with unwarranted testing, and lower SES areas con-
taining a higher number of infections. The authors also found that in-
creased case positivity were independently associated with greater reduc-
tions in mobility on 10 April and 20 April but not on 1 April and 30 April. 
They attributed these mixed findings to the correlation between time and a 
city-wide decrease in case positivity as testing capacities increased. 

Methods

Data

This paper’s area of interest is NYC because it was the epicenter of the 
COVID-19 outbreak in the United States, with approximately 203,000 
laboratory-confirmed cases reported between 1 March and 31 May 
202025. On 16 March 2020, the NYC school system, gyms, and casinos 
closed, and restaurants and bars were restricted to take-out and deliv-
ery services26. On 22 March 2020, all non-essential businesses closed, 
and the NYC on Pause Program’s stay-at-home orders went into effect27. 
Building off these key dates, February 2020 was identified as the “be-
fore” time period and April 2020 as the “after” time period for analysis. 
Mobility patterns were retrieved from the “Social Distancing Metrics” 
dataset provided by the place-based data collection platform Safe-
Graph28. SafeGraph collects data using GPS pings from 20 million anon-
ymous cellphone devices across the US. To calculate a mobile device’s 
home, SafeGraph determines the device’s common nighttime location 
to a Geohash-7 granularity of about 153 meters by 153 meters, and then 
groups devices into “home” CBGs. It also provides aggregated data, ev-
ery 24-hours, for each CBG28. Table 1 describes the mobility variables 
and how they are reported by SafeGraph. To compare the differences in 
distance traveled from home before and after the onset of COVID-19 in 
NYC, the median distance traveled from home in the first two weeks of 
February 2020 for each CBG was divided by the median mobility value 
in the first two weeks of April 2020 for the equivalent CBG to create a 
mobility ratio (MR). The process was repeated to compare the differ-
ences in median home dwell time, median non-home dwell time, and 
median percentage time home. The latest available socioeconomic and 
demographic data was accessed from the 2016 5-year estimates in the 
American Community Survey (ACS)29. ACS data at the CBG level were 
the highest resolution available for the selection of socioeconomic and 
demographic variables. These data were cleaned to remove null and er-
roneous values. 

Analysis

Global and local regression models were computed the same way for all 
four mobility ratios. Table 2 describes the explanatory variables used in 
all regression models. First, an ordinary least squares (OLS) linear re-
gression model was fitted to the data to determine the global relations 
between mobility and socio-demographic factors. Next, the Global Mo-
ran’s Index correlation test for regression residuals was used to check for 
spatial autocorrelation. 

Table 1: Dependent Variables Used in Regression Models

Table 2: Explanatory Variables Used in Regression Models 

Figure 1: Spatial Regression Decision Process Flowchart
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parsing purposes, ratios that were less than 0 were also excluded. The 
categories were delineated by natural bins. 

Shapefiles from the United States Census Bureau have cartographic 
boundary levels at the 2020 CBG level for each state. However, the NYC 
Department of City Planning provides shapefiles for the NYC boundary 
at only the 2010 census block level, which is at an even higher resolu-
tion than the CBG level. To obtain a shapefile with NYC CBGs, ArcMap 
v.10.7.137 was used to reproject both the NYC 2010 census block shape-
file and the NY 2020 CBG shapefile to the WGS 1984 UTM Zone 18N 
coordinate system. The NYC census block shapefile was dissolved into 
census block groups and then intersected with the NY 2020 CBG shape-
file. Lastly, R was used to link the shapefile with the CSV file containing 
SafeGraph and ACS data. 

Results

Descriptive Statistics and Spatial Visualization

The frequency distributions for all four mobility ratios indicate that, over-
all, most NYC CBGs experienced decreased mobility and more time spent 
at home in the first two weeks of April 2020 compared to the first two 
weeks of February 2020. Based on the mobility ratio calculations, a ratio 
value less than 1 for a CBG suggested that people in that CBG traveled 
farther if they left home, stayed at home for longer, spent less time outside 

Two spatial regression models were run that determined whether the 
mobility patterns in surrounding CBGs affected the mobility pattern in 
one CBG33. The Spatially Lagged X (SLX) model tested local spatial re-
lations, which meant that surrounding CBGs were those immediately 
adjacent to a CBG. The spatial autoregressive (SAR) Spatial Lag model 
tested global spatial relations, which meant that surrounding CBGs were 
all the observations in the data. To summarize the impacts from the SAR 
models, the number of simulations was set to 5,000 to compute distribu-
tions for the impact measures. 

Lastly, a Spatial Error Model (SEM) and a spatial Hausman test were 
used to detect predictor variables in a regression model and were run to 
determine if differences existed between the OLS and SEM coefficients. 
A significant result suggested that neither OLS nor SEM yielded regres-
sion parameter estimates that matched the linear model parameters with 
independent identically distributed disturbances34. Thus, if a significant 
result was obtained from the spatial Hausman test, the OLS and SEM re-
sults were not considered. Figure 1 illustrates the analysis flow explained 
in this section. All analyses were performed using the 3.6.2 version of the 
R programming language35 in version 1.2.5033 of RStudio36.

Mapping 

To create a map for each mobility ratio, R was used to remove outlier 
data by excluding the CBGs whose change in median home dwell time 
were greater than 2. Since “Null” values were changed to -999 for data 

Figure 2a: Histogram for the Mobility Ratio of Median Distance Traveled from Home in 
NYC between February and April 2020 (bin size = 0.15). CBGs to the right of the dotted 
blue line at x = 1 indicate those with residents who traveled greater distances from 
home in February compared to April.  

Figure 2b: Histogram for the Mobility Ratio of Median Home Dwell Times in NYC 
between February and April 2020 (bin size = 0.15). CBGs to the right of the dotted blue 
line at x = 1 indicate those with residents who stayed at home for longer in February 
compared to April.

Figure 2c: Histogram for the Mobility Ratio of Median Non-Home Dwell Times in NYC 
between February and April 2020 (bin size = 50). CBGs to the right of the dotted blue line 
at x = 1 indicate those with residents who spent more time away from home in February 
compared to April. 

Figure 2d: Histogram for the Mobility Ratio of Median Percentage Time at Home in NYC 
between February and April 2020 (bin size = 0.025). CBGs to the right of the dotted blue 
line at x = 1 indicate those with residents who stayed at home for a higher percentage of 
time in February compared to April. 
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Figure 3a: Change in Median Distance Traveled from Home between February and 
April 2020 in New York City 

Figure 3b: Change in Median Home Dwell Time between February and April 2020 in 
New York City  

Figure 3c: Change in Median Non-Home Dwell Time between February and April 2020 
in New York City 

Figure 3d: Change in Median Percentage Time at Home between February and April 
2020 in NYC 2020 in New York City 
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of home, or spent a greater percentage of their time at home in April than 
in February, and vice versa for a ratio value greater than 1. For distance 
traveled from home (Figure 2a), the histogram shows that most of the ra-
tio values fall between 0 and 5, but with more values greater than 1 (Mra-

tio=1.6178). Thus, distances traveled from home dropped in April 2020. For 
home dwell time (Figure 2b), almost all ratio values fall between 0 and 1 
(Mratio=0.6170), so median home dwell times across all CBGs were mostly 
greater in April than in February. Conversely, for non-home dwell time 
(Figure 2c), most of the values are much greater than 1 (Mratio=1085.0000), 
so median non-home dwell times across all CBGs were mostly greater in 
February than in April. Since all values of “0” were changed to “0.1” during 
data pre-processing to avoid dividing by 0, a median non-home dwell time 
value of 0.10 minutes in April was interpreted to mean that a large majori-
ty of CBGs experienced essentially no time spent away from home. A ma-
jority of April non-home dwell times close to 0 led to larger ratio values for 
median non-home dwell time compared to the other dependent variables. 
Lastly, for percentage time at home (Figure 2d), most of the ratio values 
lie between 0.5 and 1 (Mratio=0.7750), therefore the median percentages of 
time spent at home across all CBGs were mostly greater in April than in 
February. 

The maps of mobility ratio values for each CBG illustrate spatial variability 
across NYC. Category cut-off values were determined by natural breaks. 
For distance traveled from home (Figure 3a), darker red corresponds to 
a greater difference in median distance traveled from home between Feb-
ruary and April. CBGs in the four largest categories had about a two-fold 
or greater increase in median travel distance from February to April. For 
home dwell time (Figure 3b), most CBGs had ratio values less than 1.0, 
which meant more time spent at home in April than in February. For non-
home dwell time (Figure 3c), the enormous range in values for the smallest 
category suggests most CBGs had populations that spent almost no time 
away from home in April. Lastly, for percentage time at home (Figure 3d), 
most values were less than 1.0, thus showing that most CBGs experienced 
a greater percentage of time at home in April than in February. 

RQ1: Effects of Socio-Demographic Factors on Mobility

Our first research question sought to understand which socio-demograph-
ic factors had the most effect on the change in population mobility in New 
York City before and after the implementation of COVID-19-related lock-
down measures in March 2020. Nine noncollinear explanatory variables 
were chosen and four regression models were run with the four different 
measurements of change in mobility from February to April 2020: change 
in median distance traveled from home, change in median home dwell 
time, change in median non-home dwell time, and change in median per-
centage of time spent at home. 

Based on the difference between the observed and expected Moran’s I val-
ue as well as the significant p-value (p<0.001 for α=0.05) for each of the 
Global Moran’s Index linear correlation for regression residuals tests, we 
accepted the alternative hypothesis that there existed spatial autocorrela-
tion in the residuals from all OLS model. Similarly, the significant p-value 
(p<0.001 for α=0.05) obtained for all the spatial Hausman tests confirmed 
there were enough differences in the Standard Error Model (SEM) regres-
sion coefficients such that neither OLS nor SEM were appropriate models. 
Thus, only the Spatially Lagged X (SLX) and Spatial Autoregressive (SAR) 
models were used to interpret the results. Figure 4 summarizes the find-
ings from these two models.

For the SLX model, a positive coefficient estimate associated with an ex-
planatory variable meant that as the value for that variable within a CBG 
increased, so did the mobility ratio in that CBG (direct effect) and in 
neighboring CBGs (indirect effect). Median age had a positive direct and 
indirect (both p<0.001) value associated with distance traveled from home 
and non-home dwell time. Number of white-only residents had positive 
direct (p<0.001) and indirect (p<0.05) values for non-home dwell time. 
Number of families with children and high school graduates both had 

positive direct (both p<0.01) and indirect (p<0.001, p<0.01 respectively) 
values for distance traveled from home, negative direct and indirect (all 
p<0.001) values for home dwell time, positive direct (both p<0.001) and 
indirect (p<0.05, p<0.001 respectively) values for non-home dwell time, 
and negative direct and indirect (all p<0.001) values for percent time at 
home. Number of public transit users had positive direct (p<0.01) and in-
direct (p<0.05) values for distance traveled from home and negative direct 
(p<0.001) and indirect (p<0.01) values for non-home dwell time. Number 
of female workers had negative direct and indirect (both p<0.001) values 
for distance traveled from home and positive direct (p<0.01) and indi-
rect (p<0.001) values for both home dwell time and percent time at home. 
Lastly, number of occupied renter units had positive direct and indirect 
(both p<0.05) values for distance traveled from home, while household 
income had negative direct and indirect (both p<0.001) values for non-
home dwell time. 

Interpretation of the SAR model relies on the impact measures’ p-values 
and the direction of the direct impact value. Median age had positive direct 
impact values and consistently significant simulated p-values (p<0.001 for 
every run) for distance traveled from home and non-home dwell time, and 
negative values for home dwell time and percent time at home. Number of 
white-only residents had positive values for home dwell time, non-home 
dwell time, and percent time at home. Number of families with children 
and number of high school graduates had positive values for distance trav-
eled from home and non-home dwell time and negative values for home 
dwell time and percent time at home. Number of public transit users had 
negative values for non-home dwell time and percent time at home. Lastly, 
number of female workers and household income both had negative val-
ues for distance traveled from home and non-home dwell time. 

A caveat for the strength of the findings is that the SLX multiple R2 values, 
while larger than the OLS multiple R2 values for each dependent variable, 
were still quite low despite including nine explanatory variables (R2=0.048 
for distance traveled from home, R2=0.077 for home dwell time, R2=0.162 
for non-home dwell time, and R2=0.081 for percentage time spent at 
home). These low R2 values indicate that the proportions of the variance in 
the dependent variables predictable from the explanatory variables were 
quite low. Solutions for increasing the R2 value in future research include 
using other data sources and adding more explanatory variables. Impor-
tantly, since the R2 value is not an indicator of whether the independent 
variables cause changes in the dependent variable, the interpretations of 

Figure 4: Summary of Results from the Spatially Lagged X and Spatial Autoregres-
sive Models 
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which explanatory variables affect mobility remain valid. 

RQ2: Mobility Variables as a Proxy for Physical Distancing Adherence

This second research question asked which of the variables measuring 
population mobility served most robustly as a proxy for physical distanc-
ing adherence. To propose possible answers, the results from the four 
regression models were examined in the context of the nine explanatory 
variables for each of the mobility measures and found that median non-
home dwell time yielded the greatest number of significant correlations 
with the explanatory variables from the SLX and SAR models. Further-
more, the SLX model’s R2 value (0.162) with this dependent factor was the 
highest of all mobility measures.

Discussion

Implications of Findings

Several of the results from the SLX and SAR models have interesting im-
plications. Since non-home dwell time was the most accurate proxy for 
adherence to physical distancing, interpretations for some of the socio-de-
mographic effects on this mobility measurement are presented here. For 
example, the SLX and SAR models found that median age of a CBG cor-
related positively with the change in median non-home dwell time (both 
p<0.001). This result indicated that the older the median age of a CBG, 
the less likely its residents were to spend time away from home in April. 
That CBGs with older populations saw less time spent away from homes 
suggests that older people were particularly careful about staying at home 
due to a combination of retirement, fewer reasons to leave the home, and 
knowledge that the elderly were affected more severely by the disease com-
pared to younger populations38-40. Additionally, the scale of the SLX and 
SAR direct, indirect, and total impacts for age with non-home dwell times 
as the dependent variable were much higher than for any of the other ex-
planatory variables (SLX: 14.52, 11.11, and 25.63 for age (respectively) 
compared to impact measures > -2.58 and < 2.12 for all other variables; 
SAR: 15.08, 6.50, 21.58 for age (respectively) compared to impact mea-
sures > -2.07 and < 1.31 for all other variables). These results indicate that 
a higher median age within a CBG had a greater effect on mobility defined 
as home and non-home dwell time than the other explanatory variables 
within that CBG (direct impact), in the CBG’s immediate neighbors (indi-
rect impact), and in all CBGs in the data (total impact)41. 

Another strong finding from the SLX and SAR models concerned the 
estimated number of families with children under age 18, which cor-
related positively with the change in median non-home dwell time (both 
p<0.001). These results indicated that CBGs with a greater number of fam-
ilies with children experienced less time spent away from home in April. 
This finding makes sense given that once schools closed, many parents 
stayed home to take care of young children while juggling full-time jobs. 
School closures and uncertainty about childcare left parents, particularly 
working mothers, with home school responsibilities that prompted some 
mothers to leave their jobs entirely42. Research by the U.S. Census Bureau 
and Federal Reserve found that of the adults not working, women ages 25-
44 were almost three times as likely as men (32.1% compared to 12.1%) to 
not be working due to childcare demands43. While these results are based 
on national data, this phenomenon likely extended to NYC families as 
well. Furthermore, the U.S. Census study also found that working mothers 
in states with early stay-at-home orders and school closures were 68.8% 
more likely to leave their jobs than working mothers in states with later 
closures44. Given that NY state was one of the first states to implement 
stay-at-home measures, it seems likely that NYC working mothers fit into 
the category of being more likely to leave their jobs. 

Lastly, both the SLX and SAR models found that the estimated number 
of people with only a high school diploma correlated positively with the 
change in median non-home dwell time (both p<0.001), showing that 

CBGs with a greater number of high school graduates spent more time at 
home in April compared to in February. One explanation for this finding 
was the 15% seasonally adjusted unemployment rate in April and that those 
more likely to face unemployment due to COVID-19 in NYC were workers 
with lower educational attainment (i.e., without a bachelor’s degree)44. As 
confirmation, 61% NYC adults without a bachelor’s degree experienced a 
loss in income since 13 March 2020 compared with 45% of adults with more 
than a bachelor’s degree44. Without a job to go to, this demographic traveled 
shorter distances and stayed at home for longer periods of time. 

Research Limitations

Similar to prior literature using aggregated cellphone mobility data3, 8, 12, 22-24, 
the unknown representativeness of SafeGraph’s data made it challenging to 
draw definitive conclusions from regression models. The dataset is certainly 
one of the largest available, as it came from 500,000 devices in almost every 
NYC CBG and accounted for one-ninth of the NYC population, which is a 
staggeringly large sample size compared to early mobility research that relied 
on participants to self-report data. However, this limitation is still worth not-
ing because any conclusions drawn from these findings must acknowledge 
that they illustrate general population mobility trends from aggregated data. 
Running the four regression models using different mobility datasets and 
comparing the results could also strengthen these findings. 

A second limitation to this work was the potential for additional factors, be-
sides stay-at-home restrictions, to influence mobility patterns. For example, 
warmer weather in April could have contributed to greater time spent away 
from home for some demographics. To account for this seasonal change, an 
alternative baseline could have been April 2019, assuming that weather pat-
terns were similar at that time to those observed in April 2020. 

Future Directions

There are several ways to build upon the findings in this paper. The first is to 
extend the methodology to data from other cities, both in the U.S. and in-
ternationally. A between-city comparison might provide greater insight into 
how stay-at-home policies affected regions differently based on socio-de-
mographic patterns, public transit infrastructure, or population density. 
An international comparison of cities could yield insight into the extent to 
which government stay-at-home orders reduced population mobility com-
pared with other cross-cultural factors. In addition to comparing cities, oth-
er explanatory factors could be added to the regression models, such as the 
number of households who own second homes or citizenship status. Instead 
of mobility variables, one could also use points of interest (POI) data. For ex-
ample, to better determine the large-scale impact of age, it would be useful to 
understand where younger people were going. National data indicated that 
younger workers were more likely to face unemployment due to COVID-19, 
and a survey of NYC metro adults found that 56% had lost income during 
the pandemic44. Therefore, if younger workers were more likely to experi-
ence unemployment and 37% of NYC frontline workers are over 50 years 
old45, where were the younger age groups going? In addition to POI data, this 
question could be answered by using age-bracketed data to determine which 
age group left home the most. Lastly, several types of datasets that could 
be used to cross-reference our findings and evaluate how other non-phar-
maceutical interventions affected mobility. For example, the Delphi Group 
at Carnegie Mellon University provides a variety of real-time COVID-19 
indicators at the U.S. County and state level. Comparing their data on vac-
cine acceptance or the proportion of mask-wearers with mobility trends at 
the county level could help illuminate other aspects of disease spread pat-
terns. Exploring other human behavior indicators and non-pharmaceutical 
interventions has particularly important implications, as researchers found 
that mobility and infection rates did not positively correlate as strongly af-
ter April 202046. Their findings suggest that other non-pharmaceutical in-
terventions like mask-wearing or hand washing played a significant role in 
mitigating the spread of COVID-19 early in the pandemic, therefore future 
research should consider these factors in their models when exploring the 
relationship between mobility and case positivity. 
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Conclusion

This paper’s intent was to provide fine-grained analysis on the varying ef-
fects of lockdown measures and to inform future strategies for infection 
mitigation and safe re-opening. Our findings that there exist significant 
differences in mobility based on socio-demographic factors, particular-
ly age, education level, and whether families have children, reinforce the 
need for physical distancing policies that acknowledge the demographic 
diversity present not only within, but also between cities. Providing re-
sources for populations less able to stay at home (e.g., healthcare workers, 
service workers) to safely continue working is as important as providing 
support for populations who end up needing to stay at home (e.g., par-
ents of young children, elderly populations) to minimize the effects of in-
creased childcare demands and isolation. Future research may examine 
both these findings and the implications of reduced mobility on the spread 
of COVID-19 compared with other non-pharmaceutical interventions. By 
providing a detailed analysis of the various socio-demographic effects on 
different measurements of mobility, this paper emphasizes that there are 
several ways to measure mobility patterns within a city and that stay-at-
home policies introduce unevenly distributed effects to different groups. 
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Quantifying the Albedo of the Montreal Is-
land and its Potential for Increase

Elena Frie1, Saskia Gilmer2, Bryan Buraga3, and Kevin Franceschini3

Abstract

Urbanization has changed the Earth’s surface, resulting in the urban heat island effect. There has been a 
recent focus on increasing urban albedo as a strategy to mitigate this phenomenon. Studies on Montreal’s 
albedo have primarily looked at the impact of albedo manipulations upon the urban heat island effect. 
However, the current albedo of the island, broken down by land use type, has yet to be quantified. There-
fore, previous studies often rely on generalized urban albedo and land use estimates that have not been 
proven to be generalizable to Montreal. This study attempted to quantify the current albedo of the Island of 
Montreal through urban land use categorization. The findings were then used to estimate albedo increase 
under different roof replacement scenarios. Data sets for building footprints, vegetation, and roadways were 
incomplete in Montreal, requiring the combination of several sources to obtain representative data for anal-
ysis. This study found the albedo of Montreal island to be 0.19 ± 0.057. Further, the hypothetical roof change 
scenarios then aligned with a 0.1 albedo increase , which is the albedo change used in current urban heat 
island effect mitigation literature. Using the albedo increase potential that resulted from the three scenarios 
tested here, future research should explore further estimation of the associated surface and air temperature 
decrease.

Introduction

Currently, 55% of the global population resides in urban areas, and the 
United Nations projects this proportion to increase to 68% by 20501.  
There are many environmental benefits of increased urban population 
density. Sustainably planned cities can decrease energy consumption and 
greenhouse gas emissions per person through shared transport, living 
spaces, and food access2. However, there are clear threats that urban spac-
es pose to biodiversity, water and air quality, and the surrounding climate. 
Land use change due to urbanization produces the well-studied phenom-
ena of the urban heat island (UHI) effect, where the temperature in an 
urban area will be on average 1-3°C warmer than the surrounding rural 
temperature3. The materials that make up city roadways and building
roofs have a very low albedo and so absorb far more incident shortwave 
radiation than natural vegetation does. Further, these materials often have 
high heat capacities that cause the release of absorbed daytime thermal 
energy at night4.

There has been focus on increasing urban albedo as a strategy for com-
batting the UHI effect. Albedo is the probability that a photon of solar 
irradiance is reflected on a surface, and can be assessed through the simple 
ratio of outgoing over incoming radiation5. Studies from across all urban 
regions relate albedo increases to reduced energy consumption, reduced 
electricity demand, improved air quality, reduced risk of heat-related 
discomfort and mortality, and changes to precipitation patterns (in non-
snow cover regions/seasons)6.

Generalized estimations find that rooftops and roads occupy 60% of ur-
ban spaces, with a 1.5 roof to road ratio7. The low albedo of these surfaces 
provides a potential for alteration of urban rooftops to produce changes 
to a city’s climate. Greening of roofs is one strategy to increase albedo and 
offset heat through evapotranspiration. Whitening of urban surfaces has 
been studied as well6. Previous studies divide between focus on quantified 
albedo of urban materials, quantified albedo of total urban regions, and 
impacts of changes to urban albedo on the UHI effect.
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Methods for quantifying albedo values vary. Prado and Ferreira5 used 
an experimental spectrophotometer to find the albedos of rooftop types 
found in Sao Paulo, Brazil. Even with consideration for roughness and ag-
ing of materials, white surfaces consistently reported albedo values > 0.5. 
The Berkeley Lab Heat Island Group8 found similar values using remote 
sensing techniques on satellite imagery of Californian cities.

Many studies explore the impacts of albedo increases on the UHI effect. 
To do so, they almost exclusively use the Weather Research and Forecast-
ing-Urban Canopy model (WRF-UCM), a mesoscale numerical weather 
prediction model that simulates the urban area6,9,10. This WRF model uses 
a default albedo parameter of 0.2 that is applied to all urban area sur-
faces. In studies on Montreal and Toronto respectively, Jandaghian and 
Akbari11 and Jandaghian and Berari12 used this default albedo of 0.2, and 
tested the effects of increased albedo values of 0.65, 0.6, and 0.45. The 0.65
albedo value resulted in an average air temperature decrease of 0.6°C in 
Montreal and 1°C in Toronto. Another study on Montreal found an av-
erage air temperature decrease of 0.25°C due to a similar 0.45 increase in 
albedo from the baseline of 0.27.

Improvement to these models can be realized through more detailed 
estimations of the albedo in the urban areas of interest. Bretz, Akbari, 
and Rosenfeld13 quantified the albedo increase potential of Sacramento 
through investigating the composition of the city and detailing albedo im-
provements for each surface type. They found a potential for an albedo 
improvement of 0.18 through maximizing the reflectivity of urban sur-
faces. 

Although studies have been performed to manipulate the albedo of the 
Island of Montreal, there does not yet exist a similarly detailed estimate 
of its actual urban albedo. Cold cities have been largely ignored in urban 
albedo research due to the annual and prolonged period of snow cover. 
However, the average number of snow cover days in Montreal has de-
creased from 103 to 73 in the period since 198514. Further, during intense 
summer heatwaves, Montreal experiences severe UHI effect. Over 400 
deaths have been attributed to these heatwaves over the past 30 years15.
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Better policy must be formulated in order to combat the climate change 
driven increase in the aforementioned consequences of the UHI effect. 
Policies and pilot projects have already been implemented across the globe 
using the strategy of increased albedo to offset urban heat. Notably, New 
York City has painted 9.2 million square feet of roofs white since 200916, 
and Los Angeles is painting a portion of its roads white as a pilot miti-
gation effort17. A 2020 Government of Canada report on reducing UHIs 
strongly recommended policy that incentives green and cool roofs across
Canadian cities18.

The objective of this project is twofold. First, this research quantifies the 
current albedo of the Island of Montreal through consideration for the 
specific proportions of the land use categories of roofs, roads, vegetation, 
and impervious other. Second, using this baseline current day albedo, 
this study estimates the albedo increase possible through three roof re-
placement scenarios. The scenarios are designed to capture the Canadian 
trends in policy for UHI effect mitigation.

Methodology

Land Use Modification

Numerous data sources were combined to construct a land use map of 
Montreal*. Land use is divided into four types: [1] roofs; [2] roadways, 
not including roadside parking or shoulders; [3] vegetation; and [4] im-
pervious other. Impervious other is defined as all land uses which do not 
fall into the first three categories. Although some porous surfaces, such as 
bare soil at construction areas, fall into this category, the majority of these 
miscellaneous surfaces are man-made features such as sidewalks and sur-
face level parking lots, hence the characterization as impervious13. Since 
some urban areas of Montreal fall outside of the city’s legal limits, the 
terrestrial limits of Montreal were used to delineate the city boundaries. 
All data sources were masked using a terrestrial limit vector file provided 
by the City of Montreal.

Roofs

We assumed that using building footprints was an adequate analogue for 
building roofs since walls are generally constructed at a 90% angle from 
the ground. Roofs were therefore classified using Microsoft Building Foot-
prints, a dataset of computer-generated polygons. The polygon generator 
is highly accurate but has a recall of only 72.3%, indicating that not all 
building footprints are present. To address this systemic under-sampling, 
we assume that the area classified as rooftops by this dataset represents 
72.3% of the total surface area of rooftops in Montreal. In order to assess 
the uncertainty associated with this estimate of roof area, we compared 
it with building data from OpenStreetMap (OSM), a large Volunteered 
Geographic Information dataset19,20.

Roadways

Vector files from the Government of Canada’s CanVec series were used 
for the identification of roadways. While the quality of these official data 
were uniform across the area of Montreal, certain features such as alley-
ways were noticeably absent. Therefore, the roadway data were supple-
mented with vector files from OpenStreetMap (OSM). In both the CanVec 
and OSM datasets, roadways are primarily represented in one dimension, 
whereas two dimensional representations are necessary to calculate sur-
face area. Roadway vectors were converted to two dimensions using the 
attribute representing their number of lanes. 98.11% of roadways had a 
lane number associated with them. 

In the case when the number of lanes was not specified, a value of one was 
assigned. Next, a standard lane width was derived by measuring 35 road-
ways across Montreal using the Google Maps “Measure Distance” tool. 
The average of these lane widths was applied as a buffer to the roadway 
lines, forming a collection of polygons. Next, the intersections between

polygons were dissolved. The surface area of the resulting roadway shapes 
was then calculated.

Vegetation

Vector files from the Government of Canada’s CanVec series were used 
in conjunction with vector files from OpenStreetMap (OSM). To account 
for roadways within parks, any vegetation area which intersected with 
roadways was removed from our vegetation dataset. In order to validate 
the categorization of vegetation, the vegetation polygons were overlaid on 
basemaps of Montreal. Three Planet basemaps, which are derived from 
satellite imagery, were used. To choose three dates for examination, his-
torical climate data from Environment and Climate Change Canada21 was 
used to find the maximum daily temperature from 2011-2021. Next, filters 
were imposed to ensure satellite images with less than 1% cloud cover and 
more than 98% of the Montreal Island was captured.

Figure 1. Land use map of Montreal’s Plateau neighbourhood. The island area is shown in 
red. Roadways are overlaid in blue, roofs in black, and vegetation in green.

Upon visual inspection, it was clear that a significant number of vegetated 
areas shown on the basemaps were not present in the vegetation vector 
files. Automatic classification was used to address this gap. First, all pixels 
on the Montreal basemaps that were classified as roof, roadway, or veg-
etation were discarded. Within the remaining area, values were sampled 
from points in various vegetated areas across all three basemaps. 

Image filters to detect vegetation were constructed using three different 
pixel value range sizes. The ranges of 50, 60, and 70 pixels were deter-
mined so that they captured a visual overestimation or underestimation of 
vegetation. This resulted in three filters: [1] band 1 values between 30-80, 
band 2 values between 40-90, and band 3 values between 40-90, [2] band 
1 30-90, band 2 40-100, and band 3 40-100, and [3] band 1 30-100, band 2 
40-110, and band 3 40-110. These filters were applied to each of the three 
selected basemaps in order to detect vegetation. The surface area of detect-
ed vegetation was calculated by averaging the surface area of the nine out-
puts. Next, the surface area of detected vegetation was added to the official 
vegetation surface area obtained from the CanVec and OSM datasets. 

Shade Classification

Although roadways in Montreal tend to have dark surfaces, the albedo of 
roofing materials and other man-made surfaces can vary significantly22. 
To account for this diversity, we further divide the roof and impervious 
other land uses into white and dark categories. 

As with our classification of vegetation, we used a simple threshold-based 
automatic classification method. The basemaps were first transformed into 
one-band satellite images of roofs. Then, a 3 by 3 numbered grid was over-
laid on the basemaps and the brightest white roof from each grid cell was 

The code used to construct this map, as well as further technical details, is made 
available at https://github.com/sasgilmer/LandUseMap
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selected. This random sampling technique ensured that all portions of the 
study area are represented to account for local variances. The darkest value 
among the samples was used as a threshold value. All pixels whiter than 
this threshold were categorized as white roofs, and the remaining roofs 
were categorized as dark. The surface area of the two categories was then 
calculated and corrected for under-sampling in the same manner as the 

Building Footprints dataset. The same threshold value was used to divide 
the impervious other area into white and dark categories.

Albedo Value Calculation

Standard measurements of the albedo of each category were sourced 
from numerous materialbased studies4,5,8,13,22-34. An average albedo val-
ue across studies was used to account for differences in methodology and 
date of data collection. Despite the range of land uses included in imper-
vious other, average albedo values represent this category with relatively 
high certainty, as evidenced by Table 1.

The albedo of the island is calculated as follows:

A		  Albedo
SA		  Surface Area
MTL		  Montreal (terrestrial limits)
Land Uses	 The set of all land uses within Montreal

The current albedo of Montreal was then calculated by setting Land Uses= 
{Vegetation, Roadways, Dark Roofs, White Roofs, Dark Impervious Other, 
White Impervious Other}. 

We also calculated albedo values for Montreal under different scenarios 
for land use change. First, we considered whitening roofs using an aver-
age white paint. This is reflected in Equation 1 by adding White Paint to 
the set of land uses while decreasing SAWhite Roof and/or SADark Roof. However, 
the albedo of white paint can vary considerably depending on its material 
composition and the thickness of application22. Therefore, we wished to 
consider a scenario which represents only the highest albedo white paints 
on the market. To this end, we selected ToughKote as a representative of 
high albedo white paints since its albedo has been reported as some of the 
highest in two albedo datasets22,29. Similarly, we calculated the albedo of 
Montreal with increased green roofs.

Results

Current Day Albedo Value 

Our analysis of surface albedo numbers in the literature revealed that the 
attribution of a standard albedo value for urban materials represents a sig-
nificant source of uncertainty. Table 1 shows the literature derived albedo 
value for each of our land use categories, as well as the ToughKote and 
Simple Green Grass Roof albedos used for mitigation scenarios. Vegeta-
tion and White Roof values were relatively consistent across publications, 
while the values for White Paint and White Impervious Other vary. The 
land use categories, before correction for under-sampling, can be seen in 
Fig. 1. Note the under representation of roofs and vegetation. 

Correcting for under-sampling and augmenting our data using thresh-
old-based classification resulted in a more even breakdown (See Fig. 2). 
Vegetation occupies the largest proportion of the island with an area of 
174.27 ± 34.16 km2, impervious other has an area of 122.06 ± 52.91 km2, 
roofs have an area of 105.88 ± 11.05 km2. Of the four primary land use 
types, roadways represent the smallest category with a surface area of 
96.43 ± 13.73 km2. 

The roofs category includes 9.92 ± 1.04 km2 of white roofs and 95.96 ± 
10.02 km2 of dark roofs. The impervious other category has a much small-
er proportion of currently white surfaces, occupying 2.31 ± 1.00 km2 of 
the island as compared to the 119.75 ± 51.92 km2 of dark surfaces. The 
vegetation category is approximately equally made up of official green 
spaces (87.43 ± 17.08 km2) and detected vegetation from satellite imag-
ery (88.10 ± 17.08 km2). The final current day albedo calculated is 0.19 ± 
0.057, as indicated by Fig. 3. 

Table 1: Literature derived surface albedo values for each land use category.

Figure 2. Montreal island land use proportions are reported as percentages of the 
total Montreal island area.

Figure 3. Breakdown of the final current day albedo of the Montreal island. Each 
land use category’s albedo attribution is indicated by the white text.
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As demonstrated by Table 2, the land use breakdown of Montreal includes 
nearly all other cited studies within its uncertainty bounds. However, veg-
etation occupies a greater proportion of the total area than other studies. 
This is likely due to the extent of the city incorporated in studies. The ter-
restrial limits of Montreal that we used as a mask include rural areas which 
fall outside of official city limits and are primarily agricultural land.

Albedo Increase Potential

The potential effects on albedo of various UHI mitigation strategies are 
outlined in Figure 4. This figure illustrates scenarios where 100% of the 
current roofs are replaced by one of either average white paint, Toughkote, 
or simple grass. As the roof land use category has a white and dark com-
ponent, consideration was later made to replace the roof category both 
proportionally and in parts. 

As seen in Fig. 4, it may be more efficient to isolate certain shades of roofs 
in policy decisions. Due to the fact that white roofs are only 9.37% of the 
roof category (and 1.99% of the total island), painting only this proportion 
does not significantly change the current day albedo in any of the scenari-
os. In fact, it reduces the albedo in scenario 3 because grass has a lower al-
bedo than the white surfaces. Painting only the dark roofs however nearly 
achieves the same final albedo increase as 100% of roofs in each scenario. 
Again, in scenario 3, because of the lower albedo of grass, replacing only 
dark roofs achieves a higher final albedo than replacing 100% of roofs. 

Discussion

By confirming a value for the urban albedo of the Montreal island, we 
aimed to address the larger issue of the general use of 0.2 albedo for all 
urban surfaces within the literature. Here, we find that the albedo of the 
Montreal island is 0.19 +/- 0.057. This albedo value includes the 0.2 urban
estimate within its range of uncertainty. Thus we satisfy our first hypothe-
sis. This result implies that the urban albedo of 0.2 does generalize to Mon-
treal. Through examining three roof replacement possibilities, we found 
a potential albedo increase that surpassed the desired 0.1 in 2 of the 3 
scenarios. These increases fell short of the 0.18 potential increase observed 
by Bretz, Akbari, and Rosenfeld13 in Sacramento, and thus satisfied our 
second hypothesis. Further, these results align with the 0.1 albedo increase 
frequently used in UHI effect literature. Therefore, we are able to assess the 
significance of the albedo increase scenarios by a comparison with previ-
ous studies, even within the Montreal context35.

Our Montreal island urban fabric breakdown closely aligns to other stud-
ies. All previous studies captured in Table 2 demonstrate land use break-
downs near to or within our uncertainties, where differences are attribut-
able to city-specific histories. This result suggests that the use of general
urban land use breakdowns is justified in the case of Montreal. Therefore, 
the majority of the uncertainty in the current day albedo value derives 
from uncertainty in the albedo values applied to each land use category. 
Land surface albedo is reported in two categories: intrinsic values, specific 
to a material, and apparent values, observed to temporally change with 
solar radiation angle40. The smallest apparent albedo occurs at noon, and 
since intrinsic albedo is a measurement often taken in peak sunlight, there 
exists systematic misrepresentation in the literature40. Further, here we 
apply our intrinsic albedo values to surfaces based on colour, but surface 
roughness should also play a role. 

Still, the potential for improvement of the Montreal albedo value result-
ed in values that align with other research7,41 and allow for comparison 
between different replacement scenarios. The simple grass green roof sce-
nario resulted in an extremely small albedo change of 0.02, while the two 
whitening scenarios resulted in values both causing an ultimate increase 
of albedo to 0.3+. To assess whether these increases are significant to the 
UHI effect, they must be related to temperature. The relationship between 
albedo, evapotranspiration and meteorological dynamics in urban spaces 
is still not well confined, but the abundance of literature allows for general
conclusions6. 

Figure 4. Resulting albedo increase due to each roof replacement scenario. Further, varied strategies for scenario implementation are displayed. Blue indicates 
replacement of only the white subcategory of the roofs currently present in Montreal. Red indicates replacement of only the dark subcategory of roofs currently 
present in Montreal. Black indicates 100% roof replacement.

Table 2. Land use proportions of total city area reported across different cities 13, 

35-39
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First, we address the negligible effect to albedo caused by the simple grass 
roof implementation. Green roofs have gained popularity in recent years 
and covering roofs in short grasses has been widely shown to have a cool-
ing effect42. However, these surfaces do not primarily mitigate the UHI 
effect through albedo. Instead, they primarily mitigate temperature by way 
of evapotranspiration. A study in Japan found that despite evapotranspira-
tion, white roofs were cooler than simple grass green roofs43. This was cor-
roborated by Mackey, Lee, and Smith44, who found that grass roofs had a 
negligible effect on surface temperature because vegetation must be dense 
and varied to cause cooling. 

The whitening scenarios may be related to the UHI effect by way of sur-
face temperature, air temperature, and energy offsets. Mackey, Lee, and 
Smith44 found a linear relationship between albedo increase and surface 
temperature change in Chicago by sampling satellite images over a 15-year 
span. Using their empirical linear relationship, our 0.1 increase to albedo 
would result in a 1°C reduction in daily average surface temperature. Yang, 
Wang, and Kaloush6 find numerous studies that relate surface temperature 
to albedo changes. This can be a difficult relationship to compare across 
differing urban land use proportions. For example, a study on Sacramento 
by Taha45 found an increase of roof albedo by far less than 0.1 to cause as 
much as a 10°C reduction in average monthly summer surface tempera-
tures.

Using a Montreal specific model, Touchaei7 found that an increase of 0.2 
in albedo (within 2 standard deviations of both whitening scenarios) re-
sulted in a 2.4°C decrease in surface temperature, and a 0.4°C decrease in 
air temperature (a function of the surface temperature and sensible heat 
flux). Relating air temperature to surface temperature is difficult due to 
turbulent mixing in the lower atmosphere causing an inconsistent rela-
tionship6. However, many studies still do so, such as Sailor, Kalkstein, and 
Wong46 who found a 0.1 albedo increase in Philadelphia to produce a 0.3-
0.5°C decrease in day time air temperatures.

Finally, global studies also argue for the significant impact that a 0.1 albe-
do increase may have. Use of the University of Victoria Earth System Cli-
mate Model47 by Touchaei7 finds a 0.01-0.07°C decrease through a global 
increase of 0.1 to only urban areas. Another global model found that a 0.1 
albedo increase upon all latitudes within 45 degrees reduces long term 
global temperature by 2°C41. They produced a mathematical relationship 
where for each 0.01 increase of albedo to 1 m2 of surface area, there results 
a long term global temperature decrease of approximately 3 × 10-5 K. A 
global study by Akbari, Menon, and Rosenfeld35 related this albedo in-
crease to the offset of 44 Gt of CO2 by way of reduction of global cooling 
energy use. 

Thus the literature shows that there is a linear relationship between tem-
perature (both surface and air) and change in albedo, within which 0.1 
albedo increase is significant both locally, within Montreal, and global-
ly41,44. Our study shows that there are multiple routes to achieve this base-
line increase of 0.1, by way of implementation of average white surfaces 
proportionally to all roofs, or by use of the maximal product Toughkote 
on only the roofs that are not yet light in colour. 

However, there are limitations to this work. Although our work aimed at 
finding a well resolved albedo value for the island of Montreal, this value 
is not heterogeneous because it does not consider the geographical an-
gles and solar interactions of the Montreal island. The scope of our work 
is limited to the summer months when the UHI effect is prevalent. Fur-
ther work is needed to characterize the year-round albedo of Montreal, 
which involves considering the role of snow cover. As well, characteriza-
tion of land use categories into vegetation and white/dark were completed 
through use of visible wavelengths and not the entire radiative spectrum. 
Improved practices seen in recent work by Mackey, Lee, and Smith44 use 
remote sensing techniques to study interaction of all wavelengths with the 
Earth’s surface, and this method would certainly improve the accuracy of 
the values found in this study. Large uncertainties on all results take these 
limitations into consideration.

Conclusion

The albedo value calculated for the Island of Montreal in this research sub-

stantiates the WRF-UCM model’s default albedo value of 0.2. Therefore, 
general conclusions made in previous literature on the relationship be-
tween urban albedo and the UHI effect should continue to be understood 
as accurately representative. However, as proven in our study, this value 
will marginally vary between cities depending on their land use category 
proportions. Further, the uncertainty on the albedo value found here can 
be better confined through more accurate methods for identifying land 
use proportions. Thus, for cities considering rooftop changes to mitigate 
the effect of UHIs, calculating an initial albedo value will produce a more 
accurate understanding of the potential temperature decrease. Our re-
search can provide a framework for this calculation for cities across the 
globe.

Secondly, the rooftop whitening scenarios by way of both average white 
paint and Toughkote paint align with the widely used 0.1 albedo increase 
present in urban albedo literature. While the simple grass green roof sce-
nario showed a negligible albedo increase, there is opportunity for further 
Montreal specific research on the potential for green roofs to cool internal 
building temperatures as an additional UHI mitigation strategy. This re-
search should focus instead on evapotranspiration potential of vegetation 
presence as opposed to albedo. Furthermore, using our data on the albedo 
increase potential of white roofs, future study should identify the associ-
ated surface and air temperature decrease. Focus should be placed both 
on Montreal regional temperatures and internal building temperatures 
as both are relevant to mitigating the UHI effect. These changes translate 
to improved energy use practices through summer months that present a 
number of other climate change related benefits. Finally, using a similar 
model to Jandaghian and Akbari11, empirical linkages can also be made 
between changes in albedo and heat related mortalities in Montreal. Such 
research, made possible by building upon our study, will allow policymak-
ers to weigh the economic, social, and environmental benefits of white 
roofs as an UHI mitigation strategy for the island of Montreal.
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Tuning Aptamer-Switching 
for Biosensing Malarial Proteins

Maxine Forder1, Maureen McKeague1,2

Abstract

Malaria is a life-threatening disease caused by a protozoan transmitted through mosquito bites. Early 
diagnosis is essential to start treatment and prevent further transmission. However, current diagnostic 
methods are expensive, time consuming, and lack the portability required for efficient testing. Emerg-
ing methods that are faster and more portable include specialized biosensors called aptasensors. This 
study compared a range of complementary probes against malaria-binding aptamers to develop an 
aptamer-switch based platform. One candidate showed a promising increase in fluorescence upon 
incubating with a malaria target protein. This work has the potential to be incorporated into an apta-
sensor for rapid detection of malaria infections. 
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Introduction

Malaria is a potentially lethal parasitic infection present throughout the 
world. It is mainly concentrated in Africa but is also present in South-East 
Asia, the Mediterranean, and the Americas to varying degrees1. Despite 
advances in therapeutics and diagnostic methods2, over 200 million cases 
and 400,000 deaths were reported globally in 20191. Malaria is caused by 
five species of the protozoan Plasmodium, including P. falciparum, P. vi-
vax, P. malariae, P. ovale, and P. knowlesi. The P. falciparum species is most 
prevalent and lethal, while P. vivax is the widest spread3. These protozo-
ans are transmitted between humans through female Anopheles mosquito 
bites⁴.  Early during infection, fever, chills, vomiting, and dizziness occur, 
which, if left untreated, may progress to severe anemia, acute renal failure, 
pulmonary edema, and even death⁵,⁶. 

1.1 Current diagnostic tools for malaria detection

Early diagnosis of malaria and treatment is essential. The gold standard of 
diagnosis is conventional microscopy of blood smears, which can identify 
malaria species, parasite stages, and quantify red blood cell counts⁷. How-
ever, this process takes an hour at minimum, requires trained staff, and 
is expensive⁸,⁹. Rapid diagnostic tests are a common alternative that rely 
on an antibody-based detection. Although these tests require less training 
and are faster, developed tests currently only identify two species and are 
prone to false negatives⁷,⁸. Polymerase Chain Reaction (PCR)-based tests 
form a third major diagnostic test that can be used elsewhere for high sen-
sitivity detection to identify species and monitor responses to treatment⁹. 
However, PCR-based tests are not used in malaria-endemic regions due to 
high cost, complexity, and personnel requirements1⁰. Evidently, there is a 
need for faster, cheaper, and more portable diagnostic methods. 

Recent research has focused on developing new biosensors. Biosensors are 
devices that detect chemical or biological substances of interest by cou-
pling a biological recognition element with a transducer that converts any 
recognition into an electrical signal11. Often, antibodies are chosen as the 
biological recognition element, although alternatives such as enzymes and 
DNA probes may also be used11.  Biosensors can test for parasites in blood 
and are being tested for reliability in both saliva and urine as they are 
non-invasive12,13. Malaria biosensors already exist and have higher sen-
sitivity than conventional methods9,14,15. However, low antibody stability 
and short half-life is problematic in the field, in which the uncontrolled 
environment may cause antibodies to denature irreversibly16. 

1.2 Aptamer-based biosensors 

Aptasensors, biosensors that rely on aptamers instead of antibodies17, pro-
vide a promising alternative to antibody-based biosensors. Aptamers are 

nucleic acid molecules that bind molecular targets with high selectivity, 
high affinity, and most importantly, improved stability than antibodies; if 
denatured, they can simply refold once conditions return to conditions in 
which they were optimized18. This stability makes them better candidates 
for testing in the field than antibodies16. Aptamers can be developed into 
biosensors by incorporating a variety of transducer systems including gold 
nanoparticles, fluorophores, electrochemical probes, and more19,20,21. 

One of the many ways that fluorescence aptasensors can indicate the pres-
ence of protein is by sending a fluorescence signal to the electronics of a 
smartphone, for instance22. For this type of aptasensor to function, the ap-
tamer must change conformation upon target binding to obtain a measur-
able change in fluorescence23. Typical aptamers often must be re-designed, 
potentially making use of complementary quencher probes, to achieve a 
significant conformational “switch” (Figure 1). 

1.3 Aptamers developed for malaria detection

Several aptamers that have potential for detecting malaria exist or are 
currently being developed. The majority of aptamers target plasmodium 
lactate dehydrogenase (PfLDH) because this was the first important di-
agnostic target identified, although there is now substantial research on 
glutamate dehydrogenase24. Two aptamers towards PfLDH have been de-
veloped into aptasensors that can distinguish between P. falciparum and P. 
vivax25,26, providing an excellent tool to identify the plasmodium species 
for treatment purposes. However, since the PfLDH aptamer cannot de-
tect P. knowlesi infection, a strain that requires immediate and aggressive 
treatment27, these aptasensors must be used in a multi-panel array with 
other tests before a negative result can be confirmed16. More recently, the 
glutamate dehydrogenase aptamer has been developed into an aptasensor 

Figure 1. An example of an aptamer-switch system implemented in the develop-
ment of an aptasensor. In the switch system, the aptamer tagged with a fluorophore 
emits light (A) and is quenched when a complementary sequence (probe with a 
fluorescence quencher) is present (B). In the presence of the target protein, the 
aptamer preferentially binds to the target, releasing the quenching probe. As such, 
the tagged aptamer emits light again (C). Electronics can convert the fluorescent 
light signal into a recognizable signal measurement for a smartphone (D). 
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that detects P. falciparum28. Although the system may detect P. vivax2⁹, it 
remains limited to this strain until research in other species is undertaken. 
Looking to the future, it would be useful to develop a wide array of ma-
laria-detecting aptamers with varying strain specificity that can be made 
into aptasensors. For example, an aptamer that broadly detects all malar-
ia strains would enable a rapid preliminary diagnostic method. However, 
there are no currently reported aptamers with this capability16,24,30. Fur-
thermore, additional aptamers specific to each species are needed follow-
ing an initial diagnosis to detect each type of malaria strain so that doctors 
can adjust treatment accordingly to each specific strain. Substantial ap-
tamer discovery work has identified additional aptamers that can bind and 
interact with malaria, but require further development into aptasensors30. 

One potential target for aptamer development is Heat shock protein 90 
(Hsp90), an ATP-dependent molecular chaperone that is located on the 
cell surface and used by P. falciparum to regulate its development31,32. 
Although Hsp90 is conserved across many species, PfHsp90 is proposed 
to be distinct enough from human Hsp90 to allow for selective target-
ing31. Thus, this paper tests PfHsp90 as the target for the aptamer-switch 
system. Researchers can develop potential aptamers to this target using 
cell-SELEX (Systematic evolution of ligands by exponential enrichment) 
or protein-SELEX, an in vitro evolution method33. Developing an aptam-
er-switch system using Hsp90 is our first step towards developing an ap-
tasensor for malaria detection. This paper will explore quenching probes 
to achieve “aptamer switching” which can be then incorporated into an 
aptasensor connected to a smartphone. If successful, these aptasensors will 
provide a cheap, portable method of malaria detection. 

Methods

2.1 Materials

Buffers were prepared starting with 1X Phosphate Buffered Saline (PBS) 
at pH 7.4 from Gibco (Amarillo, TX). The Triton-X100/RPMI Buffer used 
Triton-X100 from BioBasic (Markham, ON). The Recombinant Hsp90 (P. 
falciparum) partial Protein SPR-122A was ordered from StressMarq Bio-
sciences (Victoria, BC). Two aptamer sequences, Aptamer.1 and Aptam-
er.2, were selected by collaborators by employing the cell-SELEX method 
with malaria-infected cells as previously described30. All oligonucleotides, 
including the aptamers, were purchased from Integrated DNA Technol-
ogies (Coralville, IA) and are available from the McKeague lab upon re-
quest. Sequences are in Table 1. ‘FAM’ is the fluorophore and ‘IABkFQ’ is 
the Iowa Black® fluorescence quencher. 

2.2 Preparing Regeants

Binding Buffer was prepared by adding 0.5 mM CaCl2, 0.5 mM MgCl2, 
and 1 mM KCl to PBS pH 7.4. The Binding Buffer for Fluorescence Anisot-
ropy experiments included 0.05% Triton-X100. 

The oligonucleotides were diluted with MilliQ water to form 100 µmol/L 
stock solutions. For the fluorescence-quenching switching experiments, 
aptamers were made to 600 nM or 1200 nM using Binding Buffer. 
Quencher probes were made to 1200 nM using Binding Buffer. For Flu-
orescence Anisotropy experiments, aptamers were made to 10 nM using 
Binding Buffer with Triton-X. 

Table 1. Oligonucleotide Names and Sequences

The target, Heat shock protein 90 (Hsp90), was diluted using the Binding 
Buffer to 2000 nM or 5000 nM as needed. Hsp90 concentrations were pre-
pared using two-fold serial dilutions and ranged from 5000 nM to 1.56 nM 
when starting with 5000nM stock solution, or from 2000 nM to 0.1 nM, 
when starting with 2000 nM stock solution.

2.3 Testing aptamer switching with fluorescence-quenching measure-
ments

Aptamers, buffer, and target Hsp90 protein were added to 96-well plates 
and incubated for 30 minutes at room temperature to allow Hsp90 bind-
ing. Controls included removing one of each of these components and re-
placing with buffer. After 5 minutes of incubation at room temperature, 
the fluorescence intensity was measured with the BioTek Cytation 5 Cell 
Imaging Multi-Mode Reader at excitation and emission wavelengths of 
495 nm and 520 nm +/-10 nm, respectively, after 10 seconds of plate shak-
ing. Conditions were prepared in triplicate whenever possible, as indicat-
ed. In some cases, duplicates were necessary to reduce material costs and 
to meet space constraints of a 96 well plate. 

2.4 Fluorescence Anisotropy 

Binding of the aptamer to the heat shock protein was tested using fluores-
cence anisotropy. Each aptamer was labelled with a 5’-FAM. Triton-X100 
detergent was added to the binding buffer to 0.05% as previously de-
scribed3⁴. Aptamers had a constant concentration of 10 nM. Hsp90 con-
centrations were prepared using two-fold serial dilutions and varied from 
5000 nM to 1.56 nM. The negative control was a 10% glycerol solution 
in binding buffer that was prepared similarly to Hsp90, using two-fold 
dilutions to generate solutions ranging from 5000 nM to 1.56 nM. After 
shaking the plate for 15 minutes at room temperature, the BioTek Cytation 
5 Cell Imaging Multi-Mode Reader was used to take polarization mea-
surements using the same procedure as in fluorescence-quenching mea-
surements, but with an extra step to shake the plate for one minute once 
inside the plate reader.  GraphPad Prism 6 was used to plot the difference 
between polarization values in the presence and absence of Hsp90 against 
the total concentration of Hsp90 and to generate a binding isotherm us-
ing a one-site binding (hyperbola) fit. The dissociation constant, KD, was 
reported as the mean across duplicates. This value indicates the strength 
of interaction between two molecules, with a low KD indicating strong af-
finity between target molecules.

Results

3.1 Confirming binding between the aptamers and Hsp90

We first wanted to confirm that Hsp90 bound sufficiently to the aptamers 
by measuring the dissociation constant, KD. Several methods are possi-
ble to measure interactions between aptamers and their targets3⁵; howev-
er, since we are interested in developing fluorescence-based aptasensors, 
measuring aptamer binding with the fluorophore tag is useful to ensure it 
does not interfere with target binding. As such, we made use of a fluores-
cence anisotropy assay to measure the aptamer affinity in solution. 

The KD values between Aptamer.1 and Hsp90 and between Aptamer.2 and 
Hsp90 were 154 nM and 116 nM, respectively (Figure 2). These values 
represent a reasonably good affinity between Aptamer/Hsp90 binding. 
Notably, the 10% glycerol control showed no change in polarization. This 
indicates that binding was between the aptamer and Hsp90 instead of the 
aptamer and glycerol it came stored in. 
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3.2 Screening for aptamer probe displacement as an “aptamer switch”

We first tested both aptamers with a panel of complementary quencher 
probes ranging in sizes from 10 to 14 nucleotides (Figure 3A). These 
quencher probes contained a quencher and were complementary to the 5’ 
end of each aptamer such that the fluorescein present on the 5’ end would 
be quenched. If an aptamer “switch” was to occur, the quencher probe 
would be released from the aptamer once the target was present and cause 
an increase in fluorescence signal, as shown in Figure 1. Aptamers (600 
nM), quencher probe (1200 nM), and Hsp90 (2000 nM) were all added at 
the same time, incubated for 20 minutes at room temperature, and fluo-
rescence was measured. 

Results yielded excellent quenching but little switching upon addition of 
Hsp90 (Figure 3B and 3C). Both aptamers showed significant quenching 
upon addition of the probes. However, there were no significant chang-
es in fluorescence between the Aptamer/Quencher Probe conditions and 
the Aptamer/Quencher Probe/Hsp90 conditions. This lack of switching 
means that Hsp90 was not detected.

3.2 Testing quencher probes that bind to the 3’ end of the aptamer

Given that there is no information about the structure of the aptamers and 
the positions where binding is expected, we hypothesized that the binding 
site was far away from the 5’ end of the aptamer. As such, we designed new 
quencher probes that interact with the 3’ end of the aptamer. According-
ly, we flipped the aptamer design so that the fluorophore was also at the 
3’ end. We tested 3 designs for each aptamer that ranged from 10 to 12 
nucleotides in length (Figure 4A). We specifically tested Aptamer.1 and 
not Aptamer.2 because we wanted to focus on improving one aptamer at 
a time in more detail. 

Unfortunately, there was still significant quenching but no significant 
switching (Figure 4B). This suggests that the binding site of the target is 
not in this region. 

3.3 New Quencher Probe Design to Bind the Center of Aptamer.1

Next, we tested our hypothesis that Hsp90 binds to the center of the ap-
tamer sequence by designing a new quencher probe that bound the center 
of the aptamer. As seen in Figure 5A, the Quencher.1C25mis quencher 
probe (a 25 nucleotide long strand with a mismatched, non-complemen-
tary, region) has two fully complementary sequences to the aptamer, at 
the 5’ end of the aptamer and the center of the aptamer, connected by a 
non-complementary thymine repeat segment that decreases the otherwise 
high affinity that would result from a long complementary strand. 

Results from this design showed significant quenching and switching as 
defined by an increase in fluorescence larger than error bars (Figure 5B). 
Moreover, a 5-fold increase in switching was seen when Hsp90 binding 
was favored through an increase in Hsp90 concentration and decrease in 
quencher probe concentration (Figure 5C), as compared to conditions 
in Figure 5B. More specifically, we increased the concentration of Hsp90 
from 2000 nM to 5000 nM and quencher probe decreased from 1200 nM 
to 600 nM. This provides evidence that the Hsp90 is indeed resulting in 
the switch behavior. Overall, these results suggest that Hsp90 does indeed 
bind to the center of Aptamer.1; when the quencher probe binds to the 
center of the aptamer, switching occurs because the Hsp90 binds to the 
same area to displace the quencher probe.

Figure 2. KD Results of HSP90 Binding to Aptamer.1 or Aptamer.2. The KD of 
Aptamer.1 and HSP90 is 116 nM and the KD of Aptamer.2 and HSP90 is 154 nM. 
The glycerol control condition showed no change in polarization, suggesting that 
binding is indeed due to the aptamer/HSP90 interaction. 

Figure 3. Fluorescent changes representing aptamer switching with probes that interact with the 5’ end of the aptamers. A) Aptamer.1 and Aptamer.2 were each 
tested with 3 complementary quenching probes of different lengths. The yellow circle is the fluorescein, the black circle is the quencher. B) The Aptamer.1 aptam-
er-switch system showed strong quenching upon addition of all quenching probes but no significant change in fluorescence upon Hsp90 introduction. C) The 
Aptamer.2 aptamer-switch system showed some fluorescence quenching upon addition of the quenching probes but no change in fluorescence upon addition of 
the target. Error bars represent standard deviation across duplicates.
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Figure 4. Fluorescent changes representing aptamer switching with probes that interact with the 3’ end of the aptamers. A) Aptamer.1 was tested with 3 comple-
mentary probes of different lengths.  B) The Aptamer.1 aptamer-switch system showed strong quenching upon addition of all probes but no significant change in 
fluorescence upon Hsp90 introduction. Error bars represent standard deviation across duplicates.

Figure 5. Fluorescent changes representing aptamer switching with probe that binds the center of Aptamer.1. A) Design of the new probe. There are two com-
plementary sequences, one at the 5’ end of the aptamer and one at the center. These are joined by a low-affinity segment. B) Results of the aptamer-switch system 
shows significant quenching and switching (p=0.02) in conditions of 2000 nM Hsp90, 1200 nM Aptamer, and 600 nM Quenching Probe. C) Results of aptam-
er-switch system in a new condition of raised Hsp90 to 5000 nM and decreased quenching probe to 600 nM also shows significant quenching and switching 
(p=0.02). Error bars represent standard deviation across triplicates. P-values were calculated using a t-test. * indicates P < .05. 
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Discussion

In this study we tested two aptamers for their potential to be incorporated 
into an aptasensor. Both aptamers displayed high affinity binding to the 
target Hsp90. With this information in hand, we sought to design com-
plementary quencher probes to the aptamers that would generate a sig-
nificant conformational “switch” in the presence of Hsp90. Such quencher 
probes must bind the same location on the aptamer as the target, at a lower 
affinity than the target, to ensure that the target can successfully displace 
the quencher probe. This displacement separates the fluorophore on the 
aptamer from the quencher on the quencher probe, generating an increase 
in fluorescence indicative of target binding. 

Since the chosen aptamers have no structural or binding information, 
we had to test three novel sets of quencher probe designs to achieve this 
switching. Our initial designs included quencher probes that interacted 
with the 5’ end of the aptamer only. These showed no change in fluores-
cence signal in the presence of the target, suggesting that the binding re-
gion of the aptamer was not in the 5’ end region. We next tested quencher 
probes that interacted with the 3’ end of the aptamer and again observed 
no binding. This suggested that the majority of the target interaction oc-
curred in the center of the aptamer. Indeed, designing quencher probes 
that interact with the center of an aptamer but that function as fluores-
cence-quencher switches is challenging.

By making use of a polyT linker we designed a final quencher probe that 
bound the center of the aptamer while preserving aptamer “switching”. 
This quencher probe was fully complementary to the aptamer in two short 
segments, one at the 5’ end of the aptamer to maintain proximity between 
the fluorescein and quencher, and the other at the center of the aptamer, 
where the target likely binds. The polyT linker reduced the high binding 
affinity that would have resulted from a long complementary sequence to 
ensure the target could still displace the long quencher probe. 

The significant switching demonstrated with Aptamer.1 and the poly-thy-
mine containing quencher probe provides an exciting design. Before this 
can be translated into an aptasensor, however, it can be improved. First, 
the 25-nucleotide quencher probe should be shortened to reduce costs. 
A structural analysis approach could be used to determine the exact se-
quence of Hsp90 binding. More specifically, the KD of a series of alterations 
to the aptamer could be made and compared to the KD values found in 
this experiment. Segments that increase the KD will be involved in Hsp90 
binding, while those that do not change the KD can be removed. Follow-
ing structural analysis, the quencher location must be determined.  If the 
quencher must be directly adjacent to the fluorophore for functionality, 
the fluorophore can be switched from the 5’ to the 3’ end of the aptamer 
depending on which location shortens the linker sequence connecting the 
quencher probe to the quencher. Alternatively, a quencher could be added 
directly to the short segment and tested to see if it can still act on the fluo-
rophore despite being further away. This structural analysis approach will 
also provide more overall knowledge about the sequence of these aptamers 
that can be used towards other applications. In future avenues of research, 
Aptamer.2 switch systems could be tuned in more detail and compared to 
the current Aptamer.1 switch-system.

Furthermore, this aptamer-switch system needs to be tested in whichev-
er bodily fluid it will be used in. This is of particular importance in the 
blood, as aptamers are known to denature easily in blood18. It must also be 
examined for specificity by testing in cell culture or with similar proteins 
such as other chaperones. Moreover, this aptamer switch system should be 
tested with all components (Aptamer, Quencher Probe, and Hsp90) added 
at the same time, instead of with aptamer and HSP90 incubated first for 
30 minutes. If the system still works, this will accelerate testing. Last, the 
system should be tested with live malaria. If all goes well, it can be sent to 
a biotechnology company to be made into an aptasensor. This aptasensor 
can be tested in a variety of live malaria strains and compared to other 
diagnostic tests to assess its use and value.

Conclusion

A novel aptamer-switch system that detects Hsp90, an important protein 
in malaria, was tuned. Testing has optimized the quencher for the aptam-
er-switch system and indicated that Hsp90 likely binds to the center of the 
aptamer sequence. Although further studies are needed to optimize the 
system and test for stability and specificity, this system shows potential for 
development into an aptasensor. Once developed, a smartphone-compat-
ible aptasensor could be compared to other aptasensors to determine how 
the novel target compares to existing targets. If superior, this aptasensor 
will be used in the field to detect malaria in a cheap, portable method to 
help combat the spread of malaria. 
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Spatial distribution and socioeconomic dif-
ferences between urban farms' production 
and distribution points in Chicago, IL
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Abstract

Urban farming remains popular as a potential sustainable replacement or supplement for traditional agricul-
tural models, but little comprehensive research has been done regarding the socioeconomic characteristics 
of this food production and distribution model. Using the City of Chicago as a case study, this research seeks 
to understand where urban commercial farms are located and whether there exists a significant disparity 
between the social demographics of the neighbourhoods where these farms produce crops compared to 
where their goods are sold. The distribution of urban farm and sale points was determined by geocoding the 
location of all production (farms) and distribution points (sale points) for commercial urban farming com-
panies in Chicago, then calculating spatial statistics and calculating the mean centers, standard distance, 
and standard deviational ellipses (SDE) for each. These were then overlaid onto choropleth maps containing 
socioeconomic indicator data derived from the US 2016 census. These socioeconomic indicators — median 
annual household income, mean home value, and percent racialized minority population — were analysed 
to determine if a correlation exists between each socioeconomic indicator and the location of farm and sale 
points. Findings reveal statistically-significant differences in the socioeconomic indicators of census tracts 
of farm versus sale point locations, showing a skewness in distribution of farm locations towards areas of 
lower socioeconomic status versus a skewness in distribution of sale point locations towards areas of higher 
socioeconomic status. The results suggest that, while farms are more likely to be located in marginalized 
neighbourhoods in Chicago, most produce grown by these farms is sold in more privileged areas. 

Introduction

Food inequality occurs at every scale of production and distribution. At 
international and local scales, food tends to be produced in lower-cost 
areas and then redistributed to higher-value areas for sale. In North 
America, food is largely produced in poorer rural areas, and then sold in 
comparatively wealthier cities, but the food distribution and access within 
these cities can vary wildly3. This variation in food access is referred to as 
food insecurity, which is defined as “a lack of consistent access to enough 
food for an active, healthy life”⁴ and is a major problem in many North 
American cities, including Chicago, where 600,000 residents are food-in-
secure⁵. Food deserts, areas of high food insecurity where residents have 
little or no access to stores and restaurants that provide fresh, healthy, and 
inexpensive foods⁶, are particularly prevalent in marginalized commu-
nities⁷,⁸ within cities. In an effort to make food systems and cities more 
sustainable, many have looked to urban farming, believing that bringing 
food production closer to the people it serves may reduce disparity. Ur-
ban agriculture, the practice of cultivating, processing, and distributing 
food in or around urban areas, can be divided into two main categories: 
private gardens and farms⁹. Although they use the same intensive cultiva-
tion methods as other commercial agriculture, commercial urban farms 
are different in that they produce food on a local scale in a metropolitan 
setting for widespread distribution to retailers within the city. 

Some have suggested that urban farms could serve to address food inse-
curity in impoverished neighbourhoods. Thus, urban farms have been a 
popular model of social and environmental sustainability amongst city 
planners. However, it remains unclear whether residents living proximal-
ly to such farms benefit from the farms’ presence and outputs. Little is un-
derstood about where and how urban farmers distribute their food, and, 
most importantly, to whom1⁰. Since food insecurity is a matter of physical 
as well as social and financial distance from healthy produce, there is po-
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tential for urban farms to address food deserts11, but there are also concerns 
these farms may do more harm than good. Studies show that many city 
greening projects, such as urban agriculture, result in eco-gentrification - 
when property values rise surrounding urban greening projects, displacing 
local businesses and residents12. The presence of farms in urban areas may 
serve to take up space while transporting food to wealthier neighbourhoods 
or providing food that is financially inaccessible.

In order to examine the potential socioeconomic inequalities underlying 
distribution of commercial urban farms and sale points, Chicago, Illinois, 
one of the most segregated cities in the United States13, was selected as the 
study area for this study. Concurrently, through advocacy, policies, and 
projects, Chicago has made efforts to build a local, sustainable urban food 
system14. The city has proved fertile ground for the study of urban agricul-
ture, with over 890 farms, gardens, and other initiatives15, including a num-
ber of commercial farms that serve as the basis for our research. Therefore, 
Chicago lends itself well to examining if there are social or economic differ-
ences between the location of urban commercial farms and their sale points. 

When considering the social implications of urban agriculture, there is a 
bias in the research towards smaller-scale efforts like community gardens10, 
which leaves a wide knowledge gap regarding commercial urban farms and 
their social impacts. Therefore, our research aimed to examine any socio-
economic differences between urban commercial farm locations and their 
sale points in the city of Chicago. 

The purpose of our research was two-fold:

• Firstly, this research aimed to understand where urban farms and their sale 
points are located and if there is any pattern to their distribution throughout 
the city of Chicago.

• Secondly, if there is a pattern, this research investigated if any disparities 
exist between the socioeconomic indicators of areas where urban farms are 
located, versus the areas where their sale points are located.
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This research would contribute to understanding if there is a tendency for 
urban farms to be built in socially vulnerable areas while serving more 
privileged communities. 

Methodology

2.1 Spatial Data

First, a spreadsheet of commercial urban agricultural production points 
(farms) and distribution points (sale points) was obtained. Farms were 
classified as places where produce is grown, and sale points as where the 
produce is sold. All urban agriculture projects in Chicago were located 
using the CUAMP database16 and selected from locations classified as “Ur-
ban Farms”. From there, each location was manually reviewed and filtered 
so that all selected results all met the following criteria:

• Farms that grow produce for sale;

• Farms that are not community gardens;

• Farms that have sufficient available information (location, publically ac-
cessible website, published distribution/sale points).

These criteria generated a list of 27 farms within Chicago’s municipal 
boundaries. To determine the farms’ sale points, data about sale points 
was collected from each farm’s website to see where the produce was sold. 
Sale points were used as a proxy for access to produce grown by urban 
commercial farms. In total, there were 112 sale points. Each farm and sale 
points’ address, name, larger parent company, and ZIP code were entered 
into a spreadsheet. 

For spatial analysis, the production and distribution points were geocod-
ed using GIS software via ArcGIS World Geocoding Service. Geocoding 
is the process of assigning an XY coordinate pair to the description of a 
place17.

2.2 Spatial Statistical Methods

To measure differences between production and distribution points, 
three spatial statistical measures were calculated: mean center, standard 
distance, and standard deviational ellipse (SDE). Mean center, a wide-
ly-used measure of central tendency in point features, used all farm and 
sale points, respectively, to determine the mean location of each.  Standard 
distance and SDE are measures of spatial dispersion. To determine the 
amplitude of spatial spread of data points, the standard distance, which is 
the radius of one standard deviation from the mean center, was calculated 
from the mean center of farm and sale points. Because standard distance 
does not capture directional bias, the SDE was calculated for urban com-
mercial farm locations and sale point locations using the mean center and 
dispersions along a major and a minor axis in order to define the direction 
of maximum spread of the distribution18. An asymmetrical and elliptical 
SDE indicates skewness and bias in spatial distribution and allows for vi-
sual interpretation of the skewness of spatial points.

To visually determine the farm and sale points’ respective distributions in 
relation to the socioeconomic make-up of different Chicago neighbour-
hoods, we created a choropleth map using census data published from 
the 2016 US Census19. Indicators of socioeconomic status were median 
annual household income, mean home value, and percent racialized mi-
nority population, a measure that represents the non-white population 
percentage. The standard distance and SDE for the comparison of farm 
and sale points’ distributions to one another as well as to their census tract 
information. Next, statistical analyses were performed to provide further 
evidence in support of the visual relationships. 

2.3 Statistical Analyses

A spatial join was performed in GIS to relate census tract demographic 
data with farm and sale point ZIP code locations. Then, “social difference” 
was analyzed to determine the difference between the socioeconomic in-
dicators of farm and sale point locations. First, the aggregate mean values 

for each indicator were calculated for all the farms and sale points and 
then compared on a 1:1 basis. An identical operation was performed for 
median values. 

 
For more granularity, social difference was analyzed in a 1:many relation-
ship, in which each of the 27 farm locations was considered individually. 
Here, farm location was assumed to distribute produce equally to all as-
sociated sale points. To compare the socioeconomic indicators between 
individual farm locations and their associated sale points, the mean value 
of each indicator was calculated for all sale points (many) associated with 
each individual farm (one) and repeated across each of the 27 farms.

The general premise of the social difference calculation is to subtract the 
mean or median value for each socioeconomic indicator of farm locations 
from the same socioeconomic indicator of sale point locations. The result 
demonstrates the indicator’s direction of change:

To ensure the direction of change was not influenced by the calculation 
method, calculations were performed differently for each conceptual re-
lationship. 

For the 1:1 relationship, the mean or median value of the socioeconomic 
indicator for all farms was subtracted from the mean or median value of 
the same indicator for all sale points. 

For the 1:many relationship, farms’ socioeconomic indicator value was 
subtracted from the associated sale point mean indicator value. 

A table (Table 1) was created consisting of 27 rows representing each farm, 
and columns representing the change in each socioeconomic indicator 
moving from farm to sale point. Mean and median social difference values 
for each socioeconomic indicator were calculated from this table.

Figure 1. The green box on the left represents the aggregate mean or median 
data for all 27 farms, and the red oval on the right represents the aggregate 
mean or median data for all 54 sale points. By comparing the data on a 1:1 
basis, differences between socioeconomic indicators were numerically deter-
mined.

Figure 2. The green box represents a single farm location and its correspond-
ing indicator data. The red ovals represent associated sale point locations 
and their corresponding indicator data. Sale point indices were averaged and 
compared to singular urban farm indices. Comparing data on a 1:many basis 
demonstrates socioeconomic indicator differences for each farm location. 
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2.4 Test for Statistical Significance

The Kruskal-Wallis H-test was used to determine the statistical signifi-
cance of socioeconomic indicators’ difference. The Kruskal-Wallis test is a 
rank-based nonparametric test used to determine if there are statistically 
significant differences between the medians of two or more groups1⁸. Giv-
en that the data in this analysis were very skewed, we opted to conduct the 
Kruskal-Wallis H-test, which makes no assumptions about normality1⁸. 
The Kruskal-Wallis H-test assumes the observations in each group come 
from populations with the same distribution shape, that the samples are 
independent, and that the dependent variable is continuous1⁸, assump-
tions with which our data aligns. 

Within the 1:1 framework, the Kruskal-Wallis test was conducted to as-
sess if the difference between medians is statistically significant. Assessing 
inferential statistics of the 1:many relationship is outside the scope of this 
research question. Rather, we seek to determine if there is a difference in 
aggregate between socioeconomic indicators of farms and sale points. 

2.5 Calculation Method

Procedurally, the Kruskal-Wallis H-test involves pooling observations 
(k) from the samples into one combined sample, then ranking them in 
ascending order from 1 to N where N=n1+n2+n3+…+nk2⁰. When ranking, 
the sample from which each observation originated from is tracked2⁰. 
Next, the test statistic, H, is calculated: 

Where N=the total sample size, nj=sample size of the jth group, and 
Rj=the sum of the ranks in the jth group2⁰. The Kruskal-Wallis H-test was 
conducted using R, at p-values of 0.10, 0.05, and 0.01, testing for different 
levels of statistical significance. 

Results

3.1 Mean Center and Standard Distance

As can be seen in Figures 1-3, the distribution of farms and of sale points 
differ visually, which is shown by the different mean center locations and 
different standard distance radii. The sale points’ standard distance from 
the mean center is larger than for the urban commercial farm locations, 
indicating that sale points are more dispersed. Conversely, urban com-
mercial farm locations are more densely clustered.

3.2 Standard Deviational Ellipse

Additionally, Figures 1-3 depict the results of the SDEs for farm and sale 
points. Chicago’s municipal borders and lake shoreline contribute to the 
city’s northwest-southeast leaning shape, which affect the SDE narrow-
ness and diagonal skewness. The differences between the SDEs can be 
visually judged, however, by the size of their major and minor axes and 
by the ellipses’ location around their mean centers. The major and minor 
axes of the sale points’ ellipse are greater in size than those of the farms’ 
ellipse, indicating a large north-south (X) and east-west (Y) spread. 
Conversely, the major and minor axes of the farm points are smaller, 
indicating more spatial clustering in a smaller north-south (X) and 
east-west (Y) range. When comparing the skewness visually, it is obvious 
that sale point locations slant toward the north of Chicago, and census 
tracts with higher socioeconomic indicators. Conversely, urban com-
mercial farm locations are located in the centre and south parts of the 
city, skewing toward census tracts with lower socioeconomic indicators. 
Statistical analysis in the following sections will numerically support this 
relationship. 

Figure 3. (Clockwise). All figures show the spatial distribution of urban commercial farms and sale point locations in Chicago overlaid on 
census tracts showing various socioeconomic indicators. The maps show the mean center and the standard deviational ellipse for farms and 
sale points respectively. A) Median Household Income by Census Tract. B) Average Home Value by Census Tract. C) Percent Racialized 
Minority by Census Tract.
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3.3 Maps and Spatial Distribution of Socioeconomic Indicators

Median Annual Household Income by Census Tract

Figure 3A shows the median annual household income by census 
tract. Breaks in median income were determined using US Federal tax 
brackets21. The mean center of the production points (farms) is located 
in a lower-income neighbourhood, compared to that of the distribution 
points (sale points). Additionally, the SDE of sale points skews toward 
higher median income census tracts. Conversely, the SDE of farm points 
is narrower, primarily encompassing census tracts that fall within the two 
lowest income tax brackets.

Mean Home Value by Census Tract

Figure 3B shows the mean home value by census tract. The mean centers 
are in census tracts with similar home values: $269,913-$394,787 for 
commercial urban farms and $394,788-$570,250 for sale points. The SDE 
of sale points skews toward census tracts with higher mean home values, 
compared to the SDE of farm locations. 

Percent Racialized Minority Population by Census Tract

Finally, Figure 3C shows the percent racialized minority population 
by census tract. The racialized minority populations are similar for the 
census tracts underlying each mean center. However, similar to median 
income and mean home value, the sale points SDE skews toward census 
tracts with smaller racialized minority populations, whereas farms’ the 
SDE skews towards census tracts with higher percent racialized minority 
populations. 

3.4 Results from Relationship Frameworks and Kruskal-Wallis H-Test

Descriptive Statistics – 1:1 Relationship 

Table 1A below shows that, across mean and median values, sale points 
are consistently located in areas with higher median household incomes, 
higher mean home value, and lower percent racialized minority popula-
tion. The exact opposite trend is observed for the socioeconomic indica-
tors of farm locations.

Descriptive Statistics – 1:many Relationship

As indicated by Table 1B below, there is much variation in social differ-
ence when examining the socioeconomic indicators on a farm-by-farm 
basis, compared to those of its sale points. Social difference results of the 
1:many relationship include negative, positive or zero values. A positive 
value indicates that sale points’ socioeconomic indicator is higher than 
farms’ socioeconomic indicator. Conversely, a negative value indicates that 
sale points’ socioeconomic indicator is lower than for farms. A zero value 
indicates no change. More research should be conducted to understand 
the reasoning behind the variation. However, despite the variation, the 
mean and median values of the 1:many social differences support the 1:1 
relationship findings above. Median household income, mean home value, 
and percent white population are higher on average where sale points are 
located, indicated by the positive values in Table 1B. Conversely, percent 
racialized minority population is lower in areas with sale points than it is 
in areas with urban commercial farms. 

Table 1. (Top to bottom) A) Mean and Median Values of Socioeconomic Indicators as calculated in the 1:1 Relationship to compare farms and sale points on ag-
gregate; B) 1:many Relationship mean and median values of socioeconomic indicators. A positive value indicates that sale points’ socioeconomic indicator is higher 
than farms’ socioeconomic indicator. Conversely, a negative value indicates that sale points’ socioeconomic indicator is lower than for farms. A zero value would 
indicate no change.
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Figure 4. (Clockwise). Boxplots showing the mean and median values for each 
socioeconomic indicator as calculated by the 1:1 relationship. Here, all farms 

were compared to all sale points on aggregate and tested for statistical signif-
icance at p=0.01. A) Boxplot showing Median Household Income. B) Boxplot 
showing Mean Home Value. C) Boxplot showing Percent Racialized Minority.

Inferential Statistics
 
Additionally, to quantify the visual relationships that the maps indicate, 
the Kruskal-Wallis H-test was conducted for the 1:1 relationship. The 
boxplots in Figure 4 show the mean and median results for each socio-
economic indicator. By the Kruskal-Wallis H-test, the null hypothesis that 
the farm and sale point median values are equal is rejected for every so-
cioeconomic indicator at 99% confidence. As such, sale point locations 
are significantly correlated (p=0.01) with census tracts of higher median 
household income, greater mean home value, and lower percent racialized 
minority population. Farm locations are significantly (p=0.01) correlated 
with the opposite trend. 

3.5 Social Difference Results

Across different calculation methodologies, the same trend is repeated. 
Higher indicators of socioeconomic status are found across both mean 
and median 1:1 and 1:many calculations, and are found to be statistically 
significant. As such, our findings (Table 2) are not a result of a specific 
calculation methodology. Therefore, it can be concluded that sale point 
locations are significantly correlated with areas of higher socioeconom-
ic status whereas farm locations are significantly correlated with areas of 
lower socioeconomic status, and thus, that there is a “social difference” 
between areas of production and of distribution.  

Discussion

4.1 Interpretation and Implications

Hoping to narrow food access inequalities by bringing production into 
cities and increasing the supply of fresh produce in food-insecure areas, 
urban farms have been touted as a model of environmental and social sus-
tainability. However, comparatively little research has examined distribu-
tion patterns of food grown in urban locales. As such, this paper examines 
if there are underlying socioeconomic differences between where food is 
grown versus where food is distributed in Chicago, Illinois. 

There are two key findings, both of which have broader implications for 
the study of urban farming in major metropolitan cities such as Chicago. 
First, the majority of urban farms in the city appear to be located in ar-
eas of lower socioeconomic status. This holds true for all socioeconomic 
indicators, including median annual household income, mean home val-
ue, and percent racialized minority and white population. Second, while 
farms may grow most of their produce in lower-income areas, it is largely 
being sold in areas of higher socioeconomic status. The majority of sale 
points associated with the farms analyzed in this study were located in 
regions with a higher mean home value, higher median annual household 
income, and lower percent visible minority. 

It appears that whiter, wealthier neighbourhoods might have more access 
to fresh produce being grown within the bounds of the City of Chicago, 
despite that food being grown in marginalized communities at risk of food 
insecurity. The benefit produced by these farms, in the form of healthy 
food, is being transferred out of the neighbourhoods that provide these 
farms with infrastructure use and space, and into more privileged areas. 

It is clear that living proximally to an urban farm does not secure access 
to fresh, healthy food which challenges the notion that urban commercial 
farms help alleviate food insecurity. One of the many hopes of urban agri-
culture is that producing food within cities could help supplement the nu-
tritiously poor and limited diets of residents in urban food deserts11,22,23. 
Yet, even when farms are directly located in areas associated with higher 
food insecurity, they do not seem to reduce the physical barriers of access 

Figure 4. (Clockwise). Boxplots showing the mean and median values for each socioeconomic indicator as calculated by the 1:1 relationship. 
Here, all farms were compared to all sale points on aggregate and tested for statistical significance at p=0.01. A) Boxplot showing Median 
Household Income. B) Boxplot showing Mean Home Value. C) Boxplot showing Percent Racialized Minority.

Table 2. Mean and median social difference values for 1:1 and 1:many relation-
ships. Meaning of positive values for socioeconomic indicators: sale point value > 
farm value. Meaning of negative values for socioeconomic indicators: sale point 
value < farm value.
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that plague residents of food deserts within Chicago.

Our findings suggest that higher-income neighbourhoods may benefit the 
most from urban farms, thereby challenging the idealized image of urban 
farming, often seen in environmental and public spaces as a panacea to 
food insecurity and conventional farming. 

However, the findings of this study suggest that urban commercial farms 
are not serving the communities where they are located, at least not with 
the food they are growing. The socioeconomic difference between farm 
location and sale point location means that there is an externalisation of 
costs to poorer neighbourhoods and a net transfer of benefits to more 
privileged populations. Our research shows that commercial urban agri-
culture, as implemented in Chicago, selects for and reinforces the same 
conditions found in conventional agricultural systems — production in 
low-cost areas and distribution to higher-income areas. We propose that 
this urban agricultural model in Chicago has not actually served the pur-
pose of improving equity of food access but has instead scaled down and 
localized this systemic failure to the city of Chicago. If we are to endorse 
the current urban agriculture model as a solution to feeding future cities, 
then we must take a sober and critical approach to the existing systems.

This research was conducted in Chicago, Illinois, which is located in a de-
veloped country in North America, inevitably restricting any implications 
for questions of urban agriculture in developing nations. Also, Chicago is 
one of the most segregated cities in the world13, potentially amplifying any 
inequalities demonstrated by this case study regarding urban farms. While 
our work provides a foundation for potential future research, one must be 
cautious in generalizing our findings to other urban areas. Additionally, 
this is a cross-sectional study that looks at the state of urban farming in 
2016. Inferences regarding changes in possible socioeconomic indicators 
over time potentially due to the creation of urban commercial farms are 
outside the scope of this study.

This research does not account for any outputs that urban commercial 
farms may produce beyond the sale of produce. Many of these companies 
have stated social missions, including community-building, agricultural 
education, and employment, implying that their benefit might extend be-
yond physical products25-31. The impact these additional social programs 
might have on residents of neighbourhoods adjacent to these farms is out-
side of the scope of this study.

Finally, this study only considers physical access to produce, not finan-
cial access. As mentioned before, food deserts can be caused by a lack of 
healthy food within a physically accessible vicinity, or they can occur if 
produce is physically available but financially inaccessible32. 

There are a number of avenues for potential future research. An explora-
tion of the financial accessibility of urban commercial farm produce will 
provide further insights into these companies’ capacity to address food 
insecurity and whether urban-produced food is more expensive than tra-
ditionally produced food. Furthermore, with the understanding provided 
in this paper that urban farms may be more likely to reside in low-income 
neighbourhoods, future research could explore possible eco-gentrification 
as a result of massive farms purchasing real-estate in these neighbour-
hoods. Finally, additional research is needed to understand the full social 
implications of urban farms, specifically with regards to their purported 
social missions10.

Conclusion

Using Chicago as a case study, this research sought to understand where 
urban commercial farms are located and whether there exists a signifi-
cant disparity in the social demographics of neighbourhoods where urban 
commercial farms produce crops, compared to where their goods are sold. 
Our results proved the existence of this disparity, showing that the major-
ity of Chicago urban farms appear to be located in areas with lower socio-
economic status while their produce is largely being sold in areas of higher 
socioeconomic status. Living proximally to an urban farm does not secure 
access to fresh and healthy produce, because the benefits of the commer-
cial urban farms are being transferred to more privileged communities. 

Our findings challenge the mainstream perception that the urban farm 
model is a sustainable solution to food inequality and suggest that it simply 
condenses and reinforces the pre-existing inequities inherent in conven-
tional food systems. 

While acknowledging our limitations, we hope that our findings will open 
up future research avenues, contributing to the current understanding of 
the socio-economic impacts of commercial urban farms and providing a 
knowledge base to create a more socially-just urban agriculture model.
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Micro‑Urban Heat Islands in the City of
Montreal
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Abstract

Heat within a city is not evenly distributed, giving rise to regions of relatively warm and cold temperatures.
Regions of very high heat are referred to as micro‑urban heat islands (MUHIs) and can be severe enough to
harm human health. Despite MUHIs being an important factor in urban health, they are extremely under‑
researched. In this study we mapped the locations of MUHIs on the island of Montréal and compared them
with the locations of vegetation on three clear, sunny days: August 10th, 2021; July 6th, 2020; and June 20th, 
2020 using Landsat 8 thermal images with 30 m resolution. We compared two criteria for MUHIs and quanti‑
fied their composition based on unsupervised classification done on ENVI 5.6.1, and Normalized Difference
Vegetation Index (NDVI) calculations. Our results show that MUHIs are mainly associated with the presence
of asphalt and concrete, and the absence of dense vegetation. The presence of these materials is not, how‑
ever, a strong predictor of the formation of MUHIs in themselves. Though variability in unsupervised classi‑
fications between images introduces uncertainty in MUHI composition, these results suggest that increasing
dense vegetation coverage in Montréal could prevent MUHI development during the summer.

Introduction

The micro‑urban heat island (MUHI), or surface heat island, is a microcli-
matic phenomenon where isolated urban locations have high surface tem-
peratures compared to surrounding areas1. There is no standard definition 
for what constitutes a MUHI; Aniello et al.1 define a MUHI as any area 
whose surface temperature is higher than the maximum tree canopy sur-
face temperature. Although MUHIs pose a serious risk to human health2-4, 
it is an extremely understudied phenomenon. This contrasts with general 
urban heat island (UHI) effect which is typically studied at a larger scale, 
such as an entire city having warmer surface and air temperatures than 
surrounding rural areas. 

MUHIs are one of four main types of urban heat islands. While MUHIs 
are detected on micro‑scales using remotely sensed land surface tempera-
ture (LST) data, an UHI may also be defined using air temperature and 
on local and meso‑scales. Surface temperatures are often higher, and air 
temperatures are more sensitive to vegetation density. The two measures 
are, however, often closely linked5. Canopy and boundary layer heat is-
lands are both defined based on atmospheric temperature differences be-
tween urban and rural areas; sub‑surface heat islands are defined based 
on temperature differences between urban and rural subterranean ground. 
Despite the differences between the four types of UHIs, all arise from dif-
ferences in the energy budgets between areas6.

Surface UHIs are associated with materials with a combination of [1] low 
albedo, which means less solar radiation is reflected and more is absorbed; 
[2] high heat capacity, which allows more energy to be stored; and [3] low 
emissivity, which is the the effectiveness of a material in emitting energy, 
causing the surface temperature to be higher for a given amount of ab-
sorbed radiation7. Urban areas also have anthropogenic heat input from 
cars, electricity generation, and industrial processes which may contribute 
to the UHI effect8-10. The impact of anthropogenic heat on MUHIs has not 
been investigated. Additionally, heat distribution is profoundly affected by 
latent heat flux, which is the heat that is removed or added to a system via 
phase change processes like evaporation11,12. Vegetated areas lose signif-
icant amounts of latent heat via evapotranspiration. In the case of large 
green areas such as parks, this cooling effect extends outside of the area 
of the park13. For example, Jáuregui (1990)14 found that the cooling ef-
fect of the Chapultepec Park, Mexico extends to a radius of 2 km around 
the park, which approximately corresponds to the width of the park. At 
smaller scales, vegetation can have a significant cooling effect through 
shading15,16. Besides the contributions of different materials to the urban 
landscape, the configuration of these materials, or surface form, is also im-
portant. To become surface heat islands, materials with the characteristics 
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listed must also be dry and be oriented to receive direct solar radiation17. 
The 3D structure of cities contributes to UHI formation by increasing the 
active surface area for energy exchange compared to flatter rural areas. 
Canyons formed by buildings and roads trap radiation through multiple 
reflection of incoming solar radiation between canyon walls and reduc-
tion of radiation loss from surfaces by shielding them from the cold sky. 
Canyons also shield urban surfaces from wind, which decreases sensible 
heat loss6. Though remote sensing can provide continuous LST data for an 
entire city, its images only provide a 2D overhead view. Therefore, it misses 
the contribution of vertical surfaces and structures which are critical to 
UHI phenomena18.

Previous work on MUHIs is mostly confined to the mapping of this phe-
nomenon in different cities in the USA, Greece, and India1,19,20, and one 
study investigating their effect on heat‑related mortality in Montréal2. 
MUHIs have not yet been mapped in Montréal nor have their mechanisms
been studied despite this being an important aspect of the urban envi-
ronment and health. Based on previous work, we expect that MUHIs in 
Montréal are located on urban surfaces such as asphalt and concrete, and 
that vegetation has a negative effect on MUHI formation.

The purpose of defining MUHIs is to understand the spatial distribution of 
urban heat. Materials within a city are distributed heterogeneously, mean-
ing that some areas, such as parks and gardens, may radiate less heat than 
other areas such as parking lots or concrete buildings. Though MUHIs are 
defined based on surface temperature and not atmospheric temperature, 
which is what is experienced by pedestrians, hot urban surfaces still con-
tribute to atmospheric heat islands and negatively impact human health. 
Understanding the spatial distribution will allow us to pinpoint urban 
locations that pose a larger risk to human health on very hot days and 
to identify which features exacerbate urban heating. Moreover, learning 
how MUHIs form can help predict future MUHI development and advise 
mitigation efforts.

Methods

Data Acquisition

We used Landsat 8 Collection 2 Level‑2 images. Level‑2 products, provid-
ed by the United States Geological Survey (USGS), are corrected for easy 
use and are freely available to the public. Landsat 8 images are collected at 
30 meter resolution and at near‑nadir angles (±7.5º)21. The images provid-
ed are already corrected by USGS for sensor degradation and changes, so-
lar elevation, bandwidth, Earth‑sun distance and effects of the atmosphere 
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to obtain surface reflectances22,23. These were then converted by USGS to 
land surface brightness temperatures using the Planck function24. Bright-
ness temperature represents the temperature that a blackbody would have 
if it were emitting the same amount of radiation. Therefore, to calculate 
actual temperature, information on the emissivity of the ground must be 
known. The Level‑2 products combine the Global Emissivity Database 
(GED), a measure global emissivity calculated through the Temperature–
Emissivity Separation (TES) algorithm, and presented at 100‑meter25 
resolution with brighness temperature26. The measurements for the GED 
are collected by a sensor on the Terra satellite, the Advanced Spaceborne 
Thermal Emission and Reflection Radiometer (ASTER), and values are ac-
curate to ±0.015 27, but can vary more in a city due to urban development 
and heterogeneity. The result is a land surface temperature product that is 
ready to use. 

From Landsat’s collection of measured frequency bands, we used bands 
1 to 5 and 10. Band 1 corresponds to ultra blue (443 nm), bands 2 to 4 to 
blue, green, and red (482 nm, 561.5 nm and 654.5 nm) respectively, band 
5 corresponds to near infrared (NIR) (865 nm), and band 10 corresponds 
to thermal infrared (TIRS) (10895 nm)28. Combining bands 2 to 4 results 
in the visible true color image, and bands 4 and 5 are used to determine 
the Normalized Difference Vegetation Index (NDVI). We used bands 1‑5 
to classify surface cover types, and band 10 is used to obtain land surface 
temperatures.

In order to select comparable images, we used the Sentinel‑Hub EO‑Brows-
er to visualise thermal images from Landsat 8. Three images correspond-
ing to warm summer days with a clear sky within the last two years were 
qualitatively selected to have a comparable set of images in terms of me-
teorological conditions, urban development and overall surface tempera-
ture. These three images are from August 10th 2021, July 6th 2020, and June 
20th 2020. All images are taken at a similar time of the day: from 10:30 to 
11:30 AM EST. We downloaded the images from the USGS Earth
Explorer platform.

Material Classification

ENVI Classification We performed a classification on all three selected 
images using ENVI version 5.6.1 to identify materials. The classifications 
were unsupervised, and classes were identified in post‑processing. We 
used an Isodata (also known as Iso‑cluster) unsupervised classification al‑
gorithm, consisting of a calculation of class means distributed across the 
image followed by an iterative clustering of remaining pixels using min-
imum distance. At each iteration, the mean is recalculated, followed by 
a reclassification of pixels according to this new mean29. We selected 2 
combinations of bands for our classifications: bands 1 to 4 and bands 2 to 
5. All images were layer‑stacked as a combination of these selected bands 
and cropped in a quadrilateral over the region of Montréal. We entered a 
condition of 5 to 7 classes within the algorithm, with a total of 100 itera-
tions for each classification.

Two classifications were performed on the August 10th image with bands 
1 to 4 and 2 to 5 combinations. The classification for bands 1 to 4 has a 
total of 6 material classes, with 2 different classes corresponding to ur-
ban materials: one for asphalt and gravel, and a second one for concrete 
and rooftops. Vegetation for this classification is spread across 3 material 
classes: grass, grass and urban vegetation, and forest cover. Water is the 
final class. For bands 2 to 5, a total of 6 material classes are identified: ur-
ban materials (concrete and asphalt), concrete and highly reflective roofs, 
water, short vegetation (grass and urban trees), and forest cover. While 
some material classes, such as concrete and reflective roofs, appear on both 
classifications of the different multispectral images, the spatial distribution 
and accuracy of differentiating materials from one class to another may 
vary widely, meaning that despite having similar classes, both classifica-
tions are different. 

Classifications for all images were completed using bands 1 to 4 because 
they made a clearer distinction between urban material classes. These clas-
sifications, however, proved to be variable between different images and 

conditions; the 2020 images had one more material class than the 2021 
image, and varying degrees of importance between the urban materials. 
We ultimately conducted the following analyses using the material clas-
sification from August 10th 2021, as it was the most precise classification 
performed in terms of defining and isolating urban materials of different 
nature. Though ENVI was effective in distinguishing urban materials, we 
did not judge its vegetation classification as satisfactory.

NDVI Classification We used the NDVI as an alternative method to clas-
sify vegetation across Montréal. The NDVI is an indicator of vegetation 
proportion by measuring the difference in near-infrared (NIR) and red 
(R) values for surface reflectance captured by satellite sensors30,31, based
off the fact that NIR is scattered by mesophyll leaf structure, while red is 
strongly absorbed by chlorophyll32:

where each band’s Surface Reflectance pixel values (PV) are scaled as fol-
lows33:

We applied a scaling factor because the Landsat Collection 2 Level‑2 sur-
face reflectance data product is stored in 16‑bit integer format with values 
ranging from 0 to 65535. The scaling factor simply converts the unsigned 
16‑bit integer to a float value representing surface reflectance in usable 
units. 

NDVI values run from ‑1.0 to 1.0. Areas of sparse vegetation, which in-
clude grass and areas with isolated shrubs or trees, show moderate NDVI 
values (approximately 0.2 to 0.5) while high NDVI values (approximately 
0.6 to 0.9) correspond to dense vegetation such as forests34.

Image Manipulation

Identifying MUHIs The Landsat 8 thermal images (band 10) we selected 
were processed and analysed using the Rasterio package in Python. First, 
the surface temperature rasters were masked using a shapefile defining the 
island of Montréal35. Similar to the surface reflectance data products, the 
masked rasters were then converted to surface temperature in Kelvin using 
the following scaling factor33:

where PV is the Surface Temperature value at a given pixel in a raw Land-
sat 8 Collection 2 Level‑2 surface temperature image. After we obtained 
surface temperatures in Kelvin, two temperature thresholds were applied. 
The first is defined as “any urban areas radiating higher temperatures
than the warmest temperatures associated with tree canopy,” as defined 
by Aniello et al.1. Therefore, any area with a surface temperature greater 
than the highest dense vegetation temperature, found using NDVI, was 
considered a MUHI. The second threshold is defined as the top 2% of tem‑
perature values which was chosen since it roughly corresponds to two 
standard deviations above the mean, and can therefore be considered sig-
nificantly higher than the mean temperature. By identifying which pixel 
temperatures are greater than the threshold, we generated a mask, or bi‑
nary image, that shows MUHI locations on the map of Montréal.

Comparing MUHIs and Surface Types Similarly, we generated masks 
showing the locations of asphalt and concrete on the island by identifying 
pixels whose RGB values match the colour corresponding to that material 
in the classification. Masks were also generated to locate regions of dense 
and sparse vegetation. To compare MUHI locations and surface material 
types, we generated a third map by “overlapping” the MUHI and mate-
rial masks. A new raster was created from these two masks by assigning 
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each pixel a value corresponding to one of the following: MUHI, material, 
MUHI and material, or neither.

Results

The Tables 1, 2 and 3 summarize the main parameters obtained for images 
from August 10th, 2021, July 6th 2020, and June 20th, 2020, respectively, and 
compare the two temperature thresholds. In each, “Portion of a Material 
that Contains a MUHI” refers to the proportion of total area of each
material on the island that is classified as a MUHI, and similarly, “Portion 
of MUHIs that Contain Material”, refers to the proportion of total MUHI 
area that is classified as that material. MUHIs are composed of mostly as-
phalt and concrete: more than 83%, 88% and 86% of MUHIs using either
threshold definition are associated with one of these materials on August 
10th 2021, July 6th 2020 and June 10th 2020 respectively. However, most 
asphalt and concrete are not part of MUHIs: on August 10th 2021, only 
13.5% of asphalt‑covered areas (unvegetated and vegetated) and only 
8.83% of concrete‑covered areas are associated with MUHIs defined by the 
2% threshold, and even less for the canopy threshold. Results are similar 
for the 2020 images.

MUHI distributions for the tree canopy and the 2% thresholds were plot-
ted over the island of Montréal for August 10th (see Fig. 1), 2021, July 6th 

2020 (results not shown), and June 20th, 2020 (results not shown). MUHIs 
on the island are mainly located in Dorval and Saint‑Laurent. These are 
where the Montréal Trudeau International Airport, the industrial Tech-
noparc, and many large box stores are located.

To investigate the effects of vegetation on MUHI formation, we examined 
asphalt‑covered areas that overlap with sparse vegetation and compare to 
asphalt areas with no vegetation. We found that unvegetated asphalt has 

approximately 5‑20 times more MUHI area than sparsely vegetated as-
phalt (Tables 1, 2 and 3). We also compared MUHI locations and dense 
vegetation coverage, shown in Fig. 2.

Figure 1. MUHI Distribution on the Island of Montréal on August 10th 2021. (A) Canopy 
threshold, (B) Top 2% threshold. MUHIs are in white. Notable MUHI locations are circled 
in (A): Trudeau International Airport (light blue), Bombardier Aerospace Complex (red), 
STM Centre de transport Legendre (yellow), Canadian Forces Base (pink), and Carrefour 
Angrignon (green).

Figure 2. MUHI and Dense Vegetation Cover on the Island of Montréal on August 10th  
2021. MUHIs have been identified using the top 2% threshold.

Figure 3. MUHI overlap with asphalt and concrete on August 10th, 2021. MUHIs are 
identified using the top 2% threshold. The region of the Montréal Trudeau Internation-
al Airport is zoomed in.

Table 1. MUHI parameters for the two threshold definitions on August 10th, 2021.

Table 2. MUHI parameters for the two threshold definitions on July 6th, 2020.
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Discussion

MUHIs and Surface Types

Urban Materials Areas with high MUHI density are sparsely vegetat-
ed and are dominated by asphalt and concrete surface coverage ‑ all of 
these factors are known to enhance urban heating36. However, the pres-
ence of asphalt or concrete in itself does not necessarily lead to MUHI 
formation. In Montréal, most asphalt and concrete areas appear to lack 
other qualities that would otherwise make them MUHIs, namely re-
ceiving direct solar radiation. Because the measured quantity is surface 
temperature, a full picture of the effect of MUHIs is obscured since air 
temperature is more akin to what one would “feel”. Because of this, the 
intensity of MUHIs may be overestimated, and the effect of vegetation 
density maybe be underrepresented. In the absence of high‑resolution 
air temperature measurements, remote sensing is the only way to study 
this phenomenon, despite it introducing a bias toward warmer tempera-
tures. The images being taken early in the day also affects MUHI com-
position; urban materials with high heat capacities may be underrep-
resented as they did not have time to heat up, while materials with low 
heat capacities are overrepresented. Despite most asphalt and concrete 
not being part of MUHIs, MUHI composition is still dominated by these 
materials. This indicates that the surface material type influences MUHI 
generation, but is not the only factor. 

Vegetation Our observation that unvegetated asphalt has several 
times more MUHI coverage than vegetated asphalt may be partly due 
to thermal anisotropy in cities, e.g. the satellite only detected the sur-
face temperature of a tree and not the road beneath. Nonetheless, it is 
well‑documented that vegetation can cool urban spaces through evapo-
transpiration37-39. The stark difference in MUHI coverage between veg-
etated and unvegetated asphalt suggests that vegetation plays some role 
in preventing MUHI development in Montréal. However, we found that 
sparse vegetation alone is not always sufficient to prevent MUHI forma-
tion; on August 10th, 2021, 9.82% of MUHIs as defined by the canopy 
threshold contained sparse vegetation. 

Sparse vegetation includes grass, which dries out much faster during pe-
riods of low precipitation and becomes hotter. Soil moisture generally 
increases with depth40, so trees, which have deeper roots, have better ac-
cess to moisture during dry spells and can continue transpiring to main-
tain cooler surface temperatures. Surface soil moisture varies diurnally 
and seasonally: high soil moisture is associated with cold near‑surface 
air temperature and low near‑surface wind speed, while dry soil is as-
sociated with warm temperatures and high wind speeds41. In Montréal, 
the monthly average precipitation in August 2021 was one of the lowest 
of that year (36.1 mm), while June and July 2020 had slightly more pre-
cipitation (46.4 and 86.8 mm, respectively)42. Low soil moisture may be 

responsible for the greater contribution of sparse vegetation to MUHIs 
on August 10th, 2021 compared to the other two dates. 

In our selected images, densely vegetated surfaces remained cooler 
overall. In addition to dense vegetation reducing heating on the surface 
where it is present, it may also reduce heating around the boundary 
of vegetation. In Fig. 2, we see that there is a MUHI‑free buffer zone 
between the hottest areas (i.e., top 2% of surface temperatures) on the 
island and large areas of dense vegetation like Mount Royal Park and 
Morgan Arboretum. This buffering phenomenon has previously been 
observed for air temperatures13.

MUHI Locations As shown in Fig. 1, MUHIs as defined by the canopy 
threshold are sparsely distributed compared to the percent threshold ‑ 
the former method is much more selective, as the canopy threshold tem-
perature is much higher than the 2% threshold temperature (see Table 1).
The highly selective canopy method allows the identification of specif-
ic locations and structures that are associated with the absolute hottest 
MUHIs on the island. Notable MUHI locations include the Montréal 
Trudeau International Airport (Dorval), the Canadian Forces Base of 
Montreal, the Bombardier Aerospace complex (Saint‑Laurent), the STM 
Centre de transport Legendre, and the Carrefour Angrignon (LaSalle). 
In Fig. 3 we can see that these areas are not fully covered by MUHIs,
but MUHIs are located towards the center of these areas. This is consis-
tent with the observation in previous work that MUHIs are hottest at 
the center1. We consistently observe that urban locations surrounded by 
large, uninterrupted areas of urban surface cover, rather than vegetation, 
are most susceptible to MUHI formation.

Limitations

Material Classification We found inconsistencies between the classifica-
tions with bands 1 to 4 of our 3 images, which introduces uncertainty in 
the MUHI compositions presented in Tables 1, 2 and 3. The unsupervised 
classification algorithm from ENVI version 5.6.1 identified 7 classes for 
both images from 2020, but identified 6 classes for August 10th 2021. Since 
the classification was unsupervised, clusters were identified automatically, 
which may introduce variability if the images were taken under different 
conditions. Vegetation cover and biomass, as well as vegetation species 
distribution can vary slightly in relatively short periods of time, which may 
introduce variability between classifications of images between 2020 to 
2021. Knowing this, it is possible that the unsupervised classification algo-
rithm generated different clusters between images from different periods, 
resulting in fewer material classes for the image in August 10th 43. More-
over, the quadrilateral region of the images under which classifications 
were performed includes several fields and agricultural complexes. This 
likely introduced additional variability within the clustering done dur‑
ing the unsupervised classification. It is also important to note that the 
choice of bands introduced flaws within the unsupervised classification. 
The ultra‑blue band (443 nm) easily penetrates water and vegetation, 
which often results in the classification of some vegetated areas as water 
and vice‑versa44. However, classification from the combination of bands 
1 to 4 proved to be more reliable to differentiate between urban materials 
than the combination of bands 2 to 5. It is possible that under different 
conditions, another combination of bands could have shown better results.

Thermal Anisotropy Another limitation is the effective thermal anisotro-
py, or uneven surface temperatures, produced by Montréal’s 3D geometry 
and uneven surface heating. This is particularly limiting in densely built 
areas like Montréal’s downtown core. Satellites only capture a 2D view of 
surface temperature, so some features may not be “seen” by the satellite. 
For example, a small park may be obstructed by a tall building; the satellite 
may only see the surface temperature of the building and mischaracterize 
the area as hotter than it actually is. Though Landsat 8 viewing angles are 
near‑nadir, surface temperatures can still significantly vary between imag-
es collected at these slightly different angles. Vertical surfaces are almost 
entirely absent from the imagery, so we could not assess their contribution 
to MUHIs in Montréal.

Table 3. MUHI parameters for the two threshold definitions on June 20th, 2020.
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Conclusion

In this study, we identified the location and general causes of two defini-
tions of micro‑urban heat islands on the island of Montréal using 3 ther-
mal images from the Landsat 8 Earth‑observing satellite. Classifications 
done during our analysis identified several urban materials on the island of
Montréal, but there were important factors that introduced variability 
within the unsupervised classification algorithm, thus affecting clustering 
and the number of classes between images. Using a larger set of images 
spread over a longer period of time could reduce variability. In addition,
using a mask to isolate the island before classification could reduce the 
influence of agricultural activity in surrounding rural areas on the unsu-
pervised classification clustering. Performing a supervised classification, 
while being more time consuming, could generate a much more reliable
set of classified images. Areas of future work include analysing the season-
ality and evolution of MUHIs using Landsat images over several seasons 
and years, and correcting for anisotropy by estimating Montréal’s com-
plete urban surface. This would include surfaces normally absent from
satellite images, and thus provide a more accurate classification of materi-
als and MUHIs on the island6. 

In conclusion, we find that micro‑urban heat islands on the island of Mon-
tréal are mainly associated with urban materials, but the presence of urban 
materials in itself is not a strong predictor for MUHI formation. We also 
find that almost no MUHIs (defined by the top 2% threshold) exist very 
close to dense vegetation; these zones act as a buffer to MUHI genera-
tion. In contrast to our hypothesis, we find that a significant proportion of 
MUHIs are associated with sparse vegetation, implying that not all forms 
of vegetation are equally efficient at reducing MUHI formation. These
findings highlight the importance of dense green cover within Montréal 
to reduce the intensity of urban heating, and can be used to focus heat‑re-
lated health mitigation efforts on the most vulnerable parts of the city, as 
well as inform building practices to reduce the generation and intensity 
of MUHIs.
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Potential for use of Spent Substrate of Pleu-
rotus Mushrooms Grown on Urban Waste as 
Feed for Dairy Cattle

Liesl Van Wyk1

Abstract

Mushroom wastes are available in high volumes, with 5 million tons of spent mushroom substrate (SMS) 
being disposed of globally every year. Due to this high availability, various forms of SMS have been re-
searched for their use as alternative animal feeds. Additionally, experimental techniques can be used to 
grow certain mushroom species, such as oyster mushrooms (Pleurotus sp.) on various lignocellulosic waste 
materials. Therefore, the SMS from Pleurotus sp. grown on these waste materials may offer a promising con-
version from a waste material to a low-cost, nutritionally sufficient feed. However, little research has been 
done to determine if feeds from Pleurotus SMS specifically grown on urban waste substrates offer the same 
benefits. Given rising awareness on circularity and urban self-sufficiency, growing mushrooms on urban 
waste is a promising solution which should be investigated. This paper assesses the feasibility of using SMS 
from golden oyster mushrooms (Pleurotus citrinopileatus) grown on urban waste as dairy cattle feed, com-
paring substrate ratios to determine which would result in the most desirable protein and fiber contents. 
SMS from three experimental substrates of cardboard and spent coffee grounds (SCG) were compared to 
traditional dairy cattle feeds. Treatments 2 and 3 were found to be suitable for use as additives to traditional 
feeds in small replacement amounts. However, both treatments also had high fiber content, which may 
affect practicality of use as feeds. 

Introduction

The cultivated mushroom industry is growing rapidly, with global pro-
duction of edible mushrooms having increased 30% since 19781. In Cana-
da, the mushroom market is dominated by Agaricus sp. (including button 
mushrooms – Agaricus bisporus), which account for 98% of production; 
other “specialty” mushrooms such as Pleurotus sp. account for the re-
maining 2%2. Valued at 63 billion USD in 2013, the global mushroom 
market is likely to continue growing, given the rising demand for non-an-
imal proteins3. The rise in mushroom consumption is promising from 
an environmental perspective due to the intense resource use associated 
with animal protein; however, environmental issues also arise in the form 
of spent mushroom substrate (SMS), the material left behind after mush-
room fruiting bodies have been harvested4,5,6. 

The large quantity of SMS left over, approximately 5 kg for every 1 kg of 
harvested mushroom in A. bisporus production, is seen by mushroom 
producers as waste, resulting in an astonishing 5 million tons of SMS solid 
waste being disposed of annually7,8. However, this SMS has several doc-
umented alternative uses, primarily being used as fertilizer. Despite its 
effectiveness as a fertilizer, the storage and transportation costs associated 
with disposal of SMS by field application incurs such high costs that it 
can be less economically viable than chemical fertilizers6. Additionally, 
with growing awareness on the benefits of circularity, SMS uses which 
can replace raw inputs by being returned into a cycle, such as animal feed, 
are more desirable9. 

Typical agricultural products used for cattle feed contain high amounts of 
nutrients, but are difficult to digest and are therefore inefficient in their 
conversion of a raw agricultural product to usable energy7. There are also 
issues with importation of more nutritionally valuable feeds; the Europe-
an Union is aiming to reduce its high import dependency (70%) on soy-
based, protein-rich animal feed9. Therefore, alternatives are needed for 
local production of high quality, protein-rich animal feeds which are high 
in nutrients, easy to digest, and economically viable. In this paper we in-
vestigated the possibility of using SMS from mushrooms grown on locally 
generated urban waste—cardboard and spent coffee grounds (SCG)—as 
dairy cattle feed.
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Traditional ruminant feeds include straw and other agricultural res-
idues; however, these feeds have low available energy, protein, and 
mineral content because digestion is impeded by high quantities of 
hard-to-digest cell wall components such as cellulose, hemicellulose, 
and lignin10. Delignification of straw through chemical treatments can 
increase nutritional value; however, these processes are both econom-
ically and environmentally undesirable11. 

A good alternative is delignification through biological processing of 
raw materials; some fungi are very efficient decomposers of these cell 
wall components, especially of lignin12, and therefore can be used for 
biological delignification. An added benefit of biological delignifica-
tion using mushrooms is the production of a valuable food source for 
humans (harvested mushrooms). 

A preliminary report by Weiss et al. (1980) discussed the initial re-
sults of their ruminant feed study, which incorporated A. bisporus 
mushroom waste in the form of SMS and mushroom stumps13. In this 
study, mushroom wastes ensiled with hay and corn showed increases 
in crude protein (CP), calcium, and acid detergent fiber (ADF). How-
ever, CP content decreased in treatments without corn, implying that 
the increased protein content could be more attributable to corn than 
mushrooms. Nonetheless, the analysis showed that mushroom sup-
plemented diets could meet nutrient requirements for a wide range of 
ruminants, subject to confirmation with a metabolism study. One core 
issue found by the authors is the low dry matter (DM) content of the A. 
Bisporus SMS, which makes transport of this SMS unnecessarily costly 
due to high moisture content. 

The nutritional consistency of SMS is another issue to consider, as a 
standard diet must be maintained for cattle; unfortunately, the authors 
found the primary hurdle in feed development to be the inconsistency 
of A. bisporus mushroom waste-based livestock feed, which makes it 
difficult to formulate a standard diet. However, this statement is not 
consistent with general knowledge as A. bisporus cultivation is highly 
standardized and has quite low variability compared to other mush-
room species which are less commonly cultivated14. Additionally, us-
ing the results of metabolism studies, standard diet formulations can 
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be developed which help both the farmer (by lowering feed costs) and 
the mushroom producers (by aiding in waste disposal). 

A paper by Wilson et al.15 discusses the results of a lamb metabolism 
trial using ensiled hay, corn, and A. bisporus mushroom waste feed. This 
study tested three diets containing 10% hay, 15% corn, and 75% A. bis-
porus mushroom waste, the last component being varied between trials 
with either all compost, all stumps, or a half and half mix of the two. 
The results of the feeding trial showed that lambs experienced a reduced 
rate of growth when consuming feed with mushroom wastes, compared 
to a standard diet. The low energy value of SMS made it ineffective in 
meeting the nutritional demands of young animals, however the authors 
noted that SMS could be incorporated at 25-33% in diets of mature an-
imals, who have lower nutritional requirements, and could be included 
at levels less than 15% in the diets of growing animals. The results of this 
study may discourage the search for a suitable, mushroom-based live-
stock feed, but expanding beyond A. bisporus waste to other mushroom 
species may provide different results.

Pleurotus sp., commonly known as oyster mushrooms, are the second 
most cultivated mushroom worldwide16, accounting for 27% of global 
mushroom production17. Oyster mushrooms are well known because 
they are easy to grow, highly nutritious, and can be grown on a wide va-
riety of agricultural wastes although with varying yield rates7. Pleurotus 
sp. are high in protein (15-35% on a dry weight basis) and vitamins B 
and C, and can be productively grown on a huge variety of lignocellulos-
ic compounds, including industry waste products such as pulp sludge, 
coffee residues, agave waste, and soy pulp12. 

A 1998 feeding trial by Adamović et al.18 studied the use of SMS from 
P. ostreatus grown on wheat straw as a cattle feed. They found that cell-
wall components of the straw, especially lignin and cellulose, decreased 
during incubation due to degradation by P. ostreatus enzymes, corre-
sponding with an increase in protein content and digestibility of the sub-
strates. However, despite a theoretical improvement in feed quality, the 
feeding trial showed that average daily gains were smaller in both groups 
consuming P. ostreatus SMS compared to a control group eating their 
regular feed. This result can be attributed to low palatability of the SMS 
feed since during the trial, the cattle rejected SMS unless it was mixed 
with silage, refusing to consume anything with more than 17% SMS as a 
portion of total feed dry matter (lowered from the original trial goal of 
20%). The group consuming 10% SMS had only 10 g less gain than the 
control group, compared to 60 g less for the group consuming 17% SMS. 
It is difficult to determine how much of this reduction is due to reduced 
feed intake, and how much is due to the quality of the feed itself; if some 
solution could increase the willingness of cows to eat the SMS feed, P. 
ostreatus SMS could be a valuable feed additive to increase protein intake 
for livestock.

While the use of agricultural wastes such as Pleurotus sp. substrate has 
been extensively studied, there is far less published academic informa-
tion regarding the use of urban wastes as substrates. However, one stu-
dent research paper conducted at McGill University studied the feasibil-
ity of growing oyster mushrooms on SCG and either cardboard or coffee 
filter paper, finding that using SCG as a substrate resulted in satisfactory 
fruiting results, and also reduced both energy costs and urban generat-
ed waste compared to typical commercial substrates19. One issue found 
in this research was the increased risk of contamination by what was 
referred to as “green mold” when using SCG and cardboard substrates, 
compared to SCG and filter paper. 

The author speculated that this may be a result of introduced contam-
inants from the cardboard, as the filter paper is covered until use as a 
substrate. Green mold does not refer to a specific species, so it is unclear 
what organism the author is referring to. However, common contami-
nants of P. ostreatus mushrooms include competitors such as Pseudomo-
nas, Bacilli, and coliform bacteria, and undesirable fungi such as Trich-
oderma, Penicillium, and Aspergillus, all of which have inhibited growth 
in more alkaline substrates20. Therefore, the acidity of SCG may also have 
raised the contamination risk through lowering of the substrate pH to 
the point of increased risk of contamination.

Use of SCG in substrates may increase contamination risk, but it also 
increases protein content which helps to increase yields; therefore, a bal-
ance of SCG content must be found12. In a previous study conducted by 
the authors, this balance was tested by growing grey oyster mushrooms 
(Pleurotus ostreatus var. columbinus) on five substrates with coffee con-
tents of 0%, 25%, 50%, 75%, and 100% by wet weight, with cardboard 
composing the rest of the substrate. The treatments with 25% and 50% 
coffee were the best performing, with treatments having higher than 50% 
coffee failing, and the 0% coffee treatment performing poorly.

The lack of further academic research on Pleurotus sp. cultivation on 
urban wastes is indicative of a gap between academic and general knowl-
edge. Information is widely available online regarding the efficacy of 
growing oyster mushrooms on cardboard and SCG, as both products are 
widely available in urban settings; however, little academic research has 
been done to support these claims. Given growing awareness on the need 
for increased urban waste redirection through the circular economy, in 
which resources are recovered and reapplied in different cycles21, this 
research gap should be rectified. This paper will contribute by growing 
oyster mushrooms on urban waste substrates (cardboard and coffee) and 
assessing the suitability of the resulting SMS for use as cattle feed.  

Materials and Methodology

Materials

All substrates used were diverted from the waste streams of local Mon-
treal businesses. Cardboard was collected from a recycling bin behind a 
grocery store, with only cardboard that was clean and without visible glue 
or ink being selected. Coffee was collected from Café Névé with help from 
employees, who placed the SCGs in a closed container after brewing for 
collection.

Mushroom spawn was purchased in 1 kg quantity from Mycoboutique 
(Montreal, QC). The strain used was Pleurotus citrinopileatus (Yellow Oys-
ter, or Golden Oyster). 

A shotgun fruiting chamber (SGFC) was constructed following instruc-
tions from FreshCap Mushrooms22, shown in Figure 1. Once constructed, 
the SGFC was propped up on cups to ensure it was high enough off the 
ground for proper airflow to be established, according to recommenda-
tions on an online SGFC forum.

The mushrooms were grown in #4T polypropylene bags with 0.2 micron 
filter patches (Mycoboutique, Montreal, QC). Sterilization of tools and 
surfaces was done with 70% isopropyl alcohol. A generic kitchen scale 
with ±1 g accuracy was used to weigh the substrates and spawn.

Figure 1. SGFC chamber pictured before being filled with moist perlite and propped 
up.
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Methodology

The main goal of this study was to find which substrate ratio of cardboard 
to SCG produced the best SMS for dairy cattle feed after oyster mushroom 
cultivation. The protein and fiber content of the SMS were used as proxies 
for nutritional quality and digestibility, with higher protein and lower fiber 
being desirable. I hypothesize that:

1. Higher SCG content in substrate will result in lower fiber content.
2. Higher SCG content in substrate will result in higher protein content.

In order to test these hypotheses, substrate samples will be taken both be-
fore and after mushroom harvest (section 4). These samples will then be 
tested to allow for full comparison to recommended dairy cattle diets (sec-
tion 5), and statistical analysis will be performed, using these results, to 
test the hypotheses (section 6). Based on the results of previous research, 
three substrate treatments were devised, all with a 20% spawn rate, equal 
total substrate weight, and lower than 50% coffee content. Three replicates 
were prepared for each treatment. The substrate ratios for each of the three 
treatments is displayed in table 1 below. 

1. Preparation

Cardboard was cleaned using hot water pasteurization23. Boxes were cut 
into large pieces, placed in a large sturdy plastic storage container, and 
soaked in boiling water for two hours. Then, pieces were drained, stacked, 
and covered. Collected SCG were pasteurized in the brewing process and 
used within 24 hours of collection; therefore, no sterilization was per-
formed. After substrate preparation and material collection, all surfaces 
were sterilized using 70% isopropyl alcohol. After this had completely 
evaporated, inoculation began.

2. Inoculation Procedure

Three bags were prepared for each treatment, for a total of nine inoculated 
bags. Cardboard was torn into small pieces, then layered in the grow bags 
with coffee and/or spawn23. The bags were then sealed with zip ties, placed 
in a dark room out of direct light, and left to colonize. After 21 days, the 
bags were fully colonized, and fruiting was initiated. 

3. Fruiting Procedure

Bags were cut open to sample substrate (section 4), then firmly sealed with 
tape. About halfway down the front of the bag, a 1 in. incision was made 
to allow fruiting12. The bags were then placed in the SGFC and misted 3-6 
times a day. Fruiting time varied greatly for each bag; the first fruits were 
harvested 12 days after being placed in the SGFC, compared to 38 days for 
the last fruits. 

4. Sampling 

Pre-fruiting sampling was very conservative, as too much disturbance of 
the substrate could increase contamination risk12. Six samples were taken 
from various locations in each bag, for a total sampled mass of approxi-
mately 10 g per bag. After samples were taken, they were placed in a Ziploc 
bag, labelled, and frozen.

The second round of samples were taken after one flush of mushrooms had 
been harvested. This post-fruiting sampling was done by cutting the bag 
open and mixing up its contents in a large bowl. Then 200 g samples were 
taken in small, random increments from the bowl, placed into a Ziploc 
bag, labelled, and frozen.

5. Testing 

Samples were sent to Agrianalyse (Sherbrooke, Quebec) for analysis. In or-

der to compare the nutritional content of SMS feed to traditional feeds, the 
samples were tested for crude protein, moisture, neutral-detergent fibre 
(NDF), and mineral content. NDF content was chosen as it is a measure 
of cell wall content and, therefore, can be used to determine fiber content 
and digestibility24, as well as being a predictor of voluntary intake of feed25. 

6. Statistical Analysis

Results were imported to Excel and then checked for normality using the 
Shapiro-Wilke test26. One-way ANOVA tests were performed on normal 
data sets to assess statistical significance between the means of the three 
treatment groups27. An independent two sample t-test was also performed 
to determine if there was a statistically significant difference between two 
treatment means28.

Results

Change in NDF content as a result of mushroom digestion was calculated 
from the pre- and post-fruiting values, shown below in Figure 2. No sta-
tistically significant difference in mean change in NDF was found when 
comparing treatments using one-way ANOVA. Samples of post-fruiting 
substrates were much larger than pre-fruiting samples, which may have 
influenced the comparison of pre- and post-fruiting results. 

Table 1. Summary of substrate composition for each treatment.

     Figure 2. Change in fiber content in SMS as a result of mushroom digestion.

Figure 3. Final (post-fruiting) fiber content of SMS.
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sis are plotted in Figure 5.

Discussion

It is important to note that the sample size of this study was relatively small 
due to the lack of lab space and high cost of testing. Therefore, the results 
discussed here should be interpreted with caution before they are con-
firmed with further studies. 

Treatment 1 had the highest variability in protein content, but a slightly 
higher mean protein content than treatment 2, making it difficult to assess 
its potential suitability as a feed. The source of variability in measured pro-
tein content for treatment 1 was discussed briefly in the previous section 
but must be further investigated before drawing any definite conclusions 
regarding the feasibility of using treatment 1 as a feed. Additionally, since 
this research is focused on the use of urban wastes as cattle feed, and since 
SCG represent a large, pre-sterilized urban waste feedstock, the treatments 
containing SCG will be the focus of analysis here. Treatment 3 had the 
highest final protein content; however, treatment 2 had lower variability, 
and no significant findings can differentiate NDF content. Therefore both 
substrate ratios could be considered for use as SMS feed. The results for 
these treatments are compared to typical dairy cow diets below in Table 
2. As predicted, both treatments had much higher protein contents than 
these typical diets, with over three times the protein required for early 
lactation cows, demonstrating their potential use as protein supplements. 
Additionally, both treatments contain around twice the calcium content of 
a typical diet, so use as a calcium supplement is also possible. It should be 
noted that the NDF content of both feeds is quite high, more than twice 
the minimum for dry cows. This is understandable given the high propor-
tion of cardboard present in both treatments, but it unfortunately detracts 
from the benefits of high protein content due to the inverse correlation 
between digestibility, voluntary intake, and NDF content. 

It is important to consider the application context when discussing use 
of these treatments as dairy cattle feed. Due to the palatability issue high-
lighted earlier, the SMS feed should only be used in small quantities (less 
than 20%), and due to the undesirably high NDF content of the SMS, this 
issue of palatability may likely be exacerbated. One solution could be use 
of SMS in a compound feed, in which several ingredients are mixed to 
supplement nutritional intake of ruminants whose diet consists mainly of 
forage intake30. Compound feeds are typically pelleted; however, another 
option is pelleting the SMS as a stand-alone supplement without other ad-
ditions. Pelleted feeds are easier to handle and distribute because they have 
a reduced dry matter content compared to non-pelleted feeds. During the 
pelleting process, the moisture content of the feed is reduced, and the feed 
compressed, resulting in increased bulk density and a corresponding re-
duction in transportation costs31. Pelleted feeds also have their energy con-
tent increased compared to the raw input material due to the addition of oil 
during the pelleting process and the common use of sugarcane molasses as 
binding agents10. Additional advantages of pelleting include enhancement 
with additives for a number of reasons, such as increased nutritional value 
and increased palatability31,32. On-site pelleting could make transportation 
of SMS easier and more economical; however, the overhead costs of pellet-
ing must be considered. Pelleting costs vary depending on operation size, 
but assuming a rough production cost of €101 per tonne of DM for straw 
pelleting, with major costs being raw materials (66%), various plant oper-
ations (21%), and labour (9%)33, an estimated cost for SMS pelleting can 
be calculated. Considering SMS as a waste, the only raw material cost will 

The difference in final fiber content between treatments was assessed us-
ing both a one-way ANOVA test on all treatments and two-sample t-tests 
between treatments. High variability in fiber content resulted in a lack of 
statistical significance from all tests; therefore, the null hypothesis of no 
difference in mean NDF content between treatments was accepted. Final 
NDF content for all treatments is shown below in Figure 3.

Using the pre- and post-fruiting protein values, the change in protein as a 
result of mushroom digestion was plotted. No statistically significant dif-
ference in mean change in protein was found when comparing all treat-
ments using one-way ANOVA; however, the two-sample t-test found a 
significant difference between treatments 2 and 3 (20% & 40% coffee, re-
spectively), with protein content in treatment 3 increasing by 1.31% more 
than in treatment 2 (Figure. 4). Samples of post-fruiting substrates were 
much larger than pre-fruiting samples, which may have influenced the 
comparison of pre- and post-fruiting results.

The difference in final protein content between treatments was plotted, 
with the one-way ANOVA test on all treatments showing no significant 
difference between group means, where high variability in treatment 1 
was likely a factor. If this variability had resulted from lack of sterile lab 
space or lack of environmental control, both treatments 2 and 3 would 
presumably have had comparably high variabilities. However, as both had 
comparably low variabilities, a more likely cause was that treatment 1 was 
the only one with 0% SCG, which would affect both the pH and the sub-
strate structure, two major determinants of substrate performance12. It is 
also possible that a random testing error may have contributed to high 
variability. A two-sample t-test revealed a significant difference between 
the mean protein content of treatment 2 (5.20% ± 0.0346) and treatment 3 
(6.60% ± 0.274), supporting hypothesis 2 (higher SCG content correlates 
to higher protein content) for these two samples. The results of this analy-

Figure 4. Change in protein content in SMS as a result of mushroom digestion.

Figure 5. Final (post-fruiting) protein content of SMS.

Table 2. Comparison of typical diet formulations for dairy cows to post-fruiting SMS 
values for treatments 2 (20% coffee) and 3 (40% coffee).
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be transportation of SMS, which will conservatively be estimated at 30% 
of raw material costs, resulting in a conservative total production cost of 
€50.3 per tonne of DM ($69.6 CAD). If pelleting occurs at the site of SMS 
production, transportation costs are negated, and total production cost is 
reduced to €30.3 per tonne of DM ($41.9 CAD). Considering current feed 
costs (in $CAD / tonne DM) of $312 for hay, $80 for corn silage, or $687 
for performance supplements34, pelleting SMS for feed is a viable option 
which should be researched further.

Conclusions

In this study, golden oyster mushrooms (Pleurotus citrinopileatus) were 
grown on three treatment substrates of cardboard and SCG, with the goal 
of determining which substrate ratio would produce the best SMS for use 
as dairy cattle feed. The hypothesis was that higher substrate SCG content 
would result in better SMS for feed, specifically stating that higher SCG 
content would result in lower fiber content and higher protein content. 
Hypothesis 1 was rejected due to high variability in treatment results; no 
statistically significant difference in fiber content between treatments could 
be proven. Hypothesis 2 was accepted. High variability in treatment 1 was 
an issue which must be further investigated; however, the t-test showed a 
statistically significant difference between protein content in treatments 
2 and 3, with treatment 3 having 13.97% higher protein content. When 
comparing treatment results to typical dairy cattle diets, treatments 2 and 
3 were found to be suitable for further study due to their high protein and 
calcium content post-fruiting. 

In addition to nutritional advantages offered by SMS feeds, there are po-
tential economic benefits, as the high input cost associated with dairy 
cattle feed could be greatly reduced through use of a waste product such 
as SMS to supplement feed. Although pelleting and transportation would 
have associated costs that may mitigate the economic advantage of using 
a waste product, it is still possible that this alternative feed would be more 
cost effective than traditional feeds, especially when considering the nutri-
tional advantages offered. Further study is needed to verify this.

Limitations

The two most pressing issues found in this paper were palatability, high fi-
ber content, and high variability. Palatability can be addressed by pelleting 
the SMS for use as a feed additive; however, high NDF is an issue which 
may only be solved by replacing cardboard with another lignocellulosic 
waste. Variability likely resulted from lack of sterile lab space and environ-
mental control, as well as small sample sizes. Future studies should correct 
these issues and should also collect and analyse fruiting data as this would 
enhance discussion and expand the scope of the study.

Outlook

Further research must be done to assess the practical applications of the 
results presented here. A full feeding trial should be conducted to better 
determine the palatability and digestibility of pelletized SMS, ideally using 
both pelleted and non-pelleted SMS feeds; methods such as those used 
in Adamovic et al.17 may be of use in designing these trials. An economic 
analysis should also assess the practicality of implementing these recom-
mendations and may help farmers and mushroom producers pursue these 
changes, which can be an economic risk.
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An Analysis of Behaviour Change Techniques 
used in the Care for Child Development 
Parenting Program

Claire Wamboldt1, Marilyn Ahun2, Frances E. Aboud1

Abstract

Care for Child Development (CCD) is one of several parenting programs implemented in low- and middle-in-
come countries to improve child cognitive development outcomes by increasing responsive stimulation 
practices in caregivers of young children. Broadly, these programs have been demonstrated to be effective. 
However, there is markedly little high-quality evidence for the effectiveness of CCD. Despite this, CCD is 
promoted by UNICEF and the World Health Organisation as an evidence-based program and is implement-
ed in many countries. We conducted a scoping review, including grey literature and a systematic search 
of published literature, to obtain an overview of the available evidence. We also performed an analysis of 
two quantitative outcomes, child cognitive development and caregiver behaviour, to investigate their cor-
relation with behaviour change techniques used in CCD program implementation. We found no significant 
correlation between any behaviour change techniques and child cognitive development outcomes. There 
was a significant correlation between the techniques of performance and social support, as well as the total 
number of techniques used, and caregiver behaviour outcomes. This analysis was limited by the quality 
of reported data available about the program; of 27 total identified papers, only 14 reported quantitative 
data regarding either child cognitive development or caregiver behaviour change. Inconsistent reporting of 
this data required us to use a rating system to perform our analysis; we consequently lost specificity. Even 
those papers that did report quantitative data were subject to methodological flaws; the measures and 
study designs used did not always inspire confidence in their results. We concluded that CCD is not one sin-
gle, well-defined program, and that there is an important distinction to be made between CCD-based and 
CCD-informed programs. The generic Care for Child Development Package (2012) is a framework that con-
tains too many gaps to be easily adaptable. Not enough high-quality studies of this program are available to 
draw concrete conclusions concerning its effectiveness, in whole or in part. 

Introduction

Although 5.2 million children under the age of 5 worldwide died in 2019, 
almost 50 times that number – close to 250 million children – survived 
but did not reach their full developmental potential1,2. Developmental po-
tential refers to mental development, including cognitive, language, mo-
tor, and social-emotional abilities. The degree of this loss of potential is 
indicated by the difference in children’s current development levels and 
what they would have achieved in a healthier and more nurturing envi-
ronment. In this nurturing environment, they would have had access to 
adequate stimulation and nutrition, which promote healthy development3. 
The failure to reach their full developmental potential would translate to 
an estimated 20% loss in adult productivity4.

Early childhood, particularly the years from birth to the age of 5, is a crit-
ical period of growth and development for children. According to reviews 
of recent research, healthy inputs such as adequate stimulation and nu-
trition during these years of life have had positive impacts over the long 
term3. However, parents and health workers in low- and middle-income 
countries (LMICs) did not believe that mental development started when 
scientists said it does. The provision of stimulation through play and com-
munication was not common in many LMICs5,6. Parents strove to keep 
children healthy and fed without much understanding about brain de-
velopment and the importance of communication and play7. There was a 
tendency among caregivers in LMICs to perceive learning and other im-
portant skills as being acquired by children after 3 years of age, instead of 
being developed during infancy. In contrast, neuropsychological evidence 
supported the need for stimulation from birth8.

Early childhood development (ECD) interventions include a range of 
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programs that aim to help children reach their full developmental poten-
tial. Parenting programs, particularly those centered on the provision of 
psychosocial stimulation, strive to support caregivers in enabling their 
children to reach their full abilities by providing them with a nurturing 
environment. Significant behaviour change is required on behalf of these 
caregivers to deliver this essential stimulation. These interventions are of 
such import that attention to ECD and getting all children developmen-
tally on-track has been included in the United Nations (UN) sustainable 
development goals for 20309. This report presents a well-known ECD 
program that is used worldwide, Care for Child Development (CCD), and 
analyzes data regarding the behaviour-change techniques used in the im-
plementation of this program. The objective of this program is to help 
caregivers provide responsive stimulation to their children through play 
and communication. The effects of the behaviour-change techniques used 
in CCD to change parental practices are then examined in association with 
quantitative parent and child outcomes. 

Evidence for the Effectiveness of Parenting Programs

Two recent systematic reviews and meta-analyses provided strong evi-
dence for the impact of stimulation interventions on parenting outcomes 
and child development in LMICs10,11. Aboud & Yousafzai (2015) reviewed 
21 interventions that promoted parental stimulation and 18 interventions 
that aimed to improve nutrition in LMICs. They found a medium effect 
size for interventions that promoted parental psychosocial stimulation on 
children’s cognitive (d=0.42) and language (d=0.47) development10. On 
the other hand, the nutrition interventions had a very small effect on cog-
nitive and language development (d=0.09). 
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This meta-analysis makes the case for stimulation-focused parenting in-
terventions. Contrary to the previous literature suggesting that nutrition 
was critical for children’s mental development, this review suggests that its 
impact is less than that of stimulation10.

Jeong and colleagues’ (2021) global systematic review and meta-analysis 
evaluated the effectiveness of parenting interventions on child develop-
ment and parenting outcomes11. Although they evaluated programs deliv-
ered in both high-income countries and LMICs, the results from LMICs 
were stronger and more relevant for the current scoping review. Pooled 
effect sizes for interventions in these environments indicated positive ben-
efits of interventions on children’s cognitive (d=0.41), language (d=0.35), 
motor (d=0.26), and socioemotional (d=0.24) development. They also 
found positive benefits on parenting knowledge (d=0.60), parenting prac-
tices (d=0.47), and parent-child interactions (d=0.47). This review high-
lights the importance of teaching responsive stimulation and providing 
early learning opportunities for children during parenting programs, es-
pecially in LMICs. It also demonstrates that parenting programs for care-
givers of children in the first three years of life are overall effective for im-
proving child development and parenting outcomes. Due to the results of 
these two systematic reviews, and the evidence presented above that there 
is a knowledge gap for parents and caregivers in LMIC, this review focuses 
on a parenting program as implemented in LMIC. 

CCD is a flexible framework with a few core messages about responsive 
stimulation, focusing on communication and play. Consequently, the 
CCD program takes many forms in its various implementations. Most use 
the materials provided by UNICEF (2012): a manual for delivery agents, 
counselling cards that function as job aides, notes for trainers of delivery 
agents, a guide for clinical practice, and a framework for monitoring and 
evaluation. Because CCD is a framework, it requires not only adaptation 
to the context but also a great deal of fleshing out the details of what to do 
and tell parents. Materials for those delivering the program and for their 
trainers are available12. They provide illustrations of how to play and com-
municate with a child of different ages as well as a sequence of actions for 
the delivery agent: ask caregivers how they play with their child and listen, 
praise the caregiver, advise on how to improve and problem-solve. Many of 
their materials and videos appear to show clinicians delivering the messag-
es to caregivers who arrive at a well-baby clinic. However, it is adaptable to 
a home or group session. One 24-month CCD program combining home 
and group formats in Pakistan using community health workers found 
medium effect sizes on cognition (d=0.6), language (d=0.7), and motor 
(d=0.5) development at 24 months of age. Children in the intervention 
group also had statistically significantly higher cognition, language, and 
motor skills at 4 years of age than the children who had not received the 
intervention13.

Behaviour Change Strategies in ECD Interventions

Parenting programs seeking to guide caregivers’ interactions with their 
children are ultimately aiming to change behaviour. Until recently, par-
enting programs provided parents solely with information about what 
children needed and why. They assumed that knowledge would change 
practices. However, these programs failed to significantly change caregiver 
behaviour and improve child development outcomes14. Social psychol-
ogists introduced program developers to theories and techniques of be-
haviour change15. While this helped the field of ECD advance, program 
developers are less concerned with testing discrete theories of behaviour 
change than with finding combinations of techniques that prove to be ef-
fective16.

For example, those implementing ECD interventions began to use Ban-
dura’s social-cognitive learning theory to change parental practices. So-
cial-cognitive learning theory posits that people learn from each other via 
observation, imitation, modeling, practice and feedback17. This theory, 
thus, provides explicit suggestions for delivery agents to demonstrate a 
new practice to caregivers and have them practice with their children. The 
use of techniques proposed by social-cognitive learning theory was found 
to translate to greater behaviour change in caregivers10. However, ECD 
intervention trials are not designed to test Bandura’s theory. Rather, they 
are inspired by it. 

The 2015 systematic review of stimulation interventions identified tech-
niques of behaviour change used in interventions to see which led to bet-
ter child outcomes10. The effect sizes of child development outcomes were 
correlated with the presence or absence of each technique. The use of small 
media was most highly correlated with mental development gains, fol-
lowed by performance and then problem solving. Unfortunately, problem 
solving techniques were infrequently used, and social support even less so; 
thus, no conclusions could be drawn about these techniques. The authors 
did conclude that the more of these techniques used in an intervention, the 
greater the effect on child development outcomes.  This evidence suggests 
that the techniques used in an intervention to change parental behaviour 
can contribute to the success of that program, and that some techniques 
are associated with better outcomes than others.  

The purpose of this study is to examine behaviour change techniques used 
in the implementation of CCD and how such techniques relate to out-
comes. Consequently, the objectives were to conduct a scoping review to 
identify publications on the implementation of a CCD program in LMIC, 
examine its effectiveness in improving parent practices and child develop-
ment, and relate these outcomes to behaviour change techniques used by 
CCD programs.

Methods

This study consisted of two parts. First, we conducted a scoping review of 
the peer-reviewed papers and grey literature reports on CCD. We extract-
ed key information from these reports including evidence for improved 
parent and child outcomes. Secondly, the extracted data about behaviour 
change techniques was statistically analysed to see if any techniques were 
correlated with parent and child outcomes. 

Scoping Review

We conducted a scoping review of the published and unpublished reports 
of CCD implementation. We extracted information regarding the content 
and implementation of these programs, including the adaptations made 
to the CCD package. We also extracted information about the behaviour 
change techniques that were used by the program. 

We chose to conduct a scoping review – “a form of knowledge synthe-
sis that addresses an exploratory research question aimed at mapping key 
concepts, types of evidence, and gaps in research related to a defined area 
or field by systematically searching, selecting, and synthesizing knowledge 
to identify relevant studies”18. The aim of such a review is not to answer 
one specific question, but rather to provide an overview of the evidence 
available regarding the topic in question19. One goal of this project was to 
summarize published and unpublished reports of CCD implementation 
by consulting sources beyond published, peer-reviewed, journal articles. 
Thus, a scoping review was more appropriate than a systematic review to 
examine our broad and exploratory research question, “how is CCD im-
plemented globally?” 

To identify peer-reviewed, published journal articles that detail CCD-in-
terventions, a systematic search of two databases was conducted. MED-
LINE and Global Health OVID were searched on November 14, 2021. 
Search terms were designed to capture the various ways that CCD in-
terventions are named when they are reported (“Care for Child Devel-
opment,” “Care for Development,” “early childhood development” AND 
intervention/program/trial, trial “promoting child development”). From 
the two databases, a total of 497 papers were identified: 253 papers were 
identified on MEDLINE and 244 on Global Health OVID. To be included 
in this review, the articles needed to outline a parenting intervention based 
on CCD either in whole or in part, to be delivered to caregivers of chil-
dren aged 0-3 years in a LMIC setting and be available in English. A final 
number of 18 peer reviewed articles were included. In addition to a search 
of the databases, we identified relevant papers from published systematic 
reviews and meta-analyses (n=2)11. We also looked for work by known re
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searchers who had conducted or collected published and unpublished re-
ports (n=2)20,21. As well, we consulted reports written for earlier reviews of 
CCD (n=3)22-24. This allowed us to survey beyond peer-reviewed journal 
articles. Grey literature was included because the available peer-reviewed 
literature is limited. CCD is often implemented for purposes other than 
research, and the information about these implementations is more often 
available in internal reports and unpublished documents. Furthermore, 
previous reviews of CCD were not available as peer-reviewed journal ar-
ticles but do contain a wealth of information. A total of 27 papers were 
included in this review. 

Data Extraction Process

Data extraction was conducted by all three authors. We began by extract-
ing information from the same papers, and then comparing the data ex-
tracted and addressing any inconsistencies. Two of the team members 
extracted information from different papers, with the third extracting 
information from overlapping papers to ensure we were consistent in 
our extraction. The information about the program, its delivery, and its 
outcomes, as described earlier, was added to an extraction table. The ex-
traction table was designed to report information required by two report-
ing guidelines:  Consolidated Advice on Reporting ECD Implementation 
Research (CARE) and Consolidated Standards of Reporting Trials (CON-
SORT)25,26. The literature that was reviewed for this review was not all 
peer-reviewed or published in journals; 18 articles were peer reviewed and 
9 were not. The grey literature (n=9) was not expected to conform to rigor-
ous reporting guidelines such as those described above, and some peer-re-
viewed articles were written before the CARE guidelines were created 
(n=9). Thus, we were not able to extract information for every column of 
the extraction table for all sources. This information was then condensed, 
and is available as Table 1.

Extraction Table Design

We extracted the information that the CARE guidelines recommend re-
porting. The CARE guidelines include recommendations to include infor-
mation about how the program was adapted from its original version, how 
the workforce was trained and supervised, how attendance and acceptabil-
ity were assessed, and how fidelity and quality of delivery were assessed. 
They lay out a strategy for improved reporting of implementation in ECD 
research26. These guidelines are recent and were designed with the im-
provement of the field in mind, we therefore did not expect all papers to 
meet the requirements of these guidelines. We also summarized the infor-
mation required by the CONSORT guidelines. They require information 
on the beneficiaries and sample size, random assignment to intervention 
and control groups, the design, measurement of outcomes, blinding of as-
sessors, and findings25. They provide direction for the reporting of ran-
domised controlled trials (RCTs) so that readers can assess the trial accu-
rately. Including the CONSORT guidelines in our extraction table allowed 
us to gauge the relative quality of the included articles. 

Data Analysis

The behaviour change strategies that were employed in an intervention 
were extracted as part of our data extraction process. The presence of each 
of five behaviour change techniques noted in the extraction was coded as 
0 (not present) or 1 (present) for each paper.  It was possible for each pro-
gram to use multiple techniques. The techniques that were identified were 
performance [self or other], problem-solving, social support from peers or 
family, provision of materials, and use of audio-visual or print media. Per-
formance [other] was defined as the use of demonstrations by either the 
delivery agent or another beneficiary to model a behaviour, while perfor-
mance [self] was identified as the caregivers practicing a behaviour them-
selves with their child and receiving feedback or coaching. Both kinds of 
performance were combined into one technique for our analysis. We iden-
tified a program as using the problem-solving technique if the delivery 
agent helped the beneficiary identify the facilitators and barriers of a given 

behaviour, as well as solutions to overcome the barriers. Social support 
was identified if the intervention leveraged the beneficiary’s relationship 
with family members, community members, and resources as sources of 
support to facilitate behaviour change. 

This technique did not have to be included deliberately as part of the pro-
gram’s implementation to be identified, given that social support can often 
occur as a by-product of group sessions when the beneficiaries start to en-
courage each other. However, not all interventions using the group session 
modality were identified as using social support; the report of the program 
had to include a description of the role of social support in their program 
and whether it was intentional or not to be identified as using this tech-
nique. Interventions providing materials such as books and play objects to 
their beneficiaries were identified as using the behaviour change technique 
of material provision, while those using print media such as pamphlets 
and posters, or audio-visual media such as radio or TV, to convey messag-
es were identified as using the media technique.  

The quantitative outcomes of either child cognitive development or care-
giver behaviour change were not reported in a consistent way, so we rated 
each of the outcomes using an effect size d if available, or a p-value. The 
ratings assigned to each outcome were based on the reported outcome of 
the intervention, including effect size and p-value, and were determined 
by consensus by two authors (CW and FEA).

Results

Fourteen of the 27 papers reported their analysis of a quantitative outcome 
for child cognitive development and/or caregiver parenting behaviour. The 
quantitative studies included RCTs (n=4), pilot studies (n=5), and pre-post 
designs (n=5). The remaining sources were mainly qualitative reports on 
the implementation of the program from beneficiaries’ and implementers’ 
perspective. These reports presented very positive feedback overall, but 
sample sizes were too small for any significant analysis. 

Child Development Outcomes

Thirteen of the 27 analyzed papers reported a child development out-
come. Some papers reported more than one quantitative outcome. These 
included scores on the Bayley Scales of Infant and Toddler Development 
(BSID-III) (n=2), the Ages and Stages Inventory (ASQ) (n=7), the Malawi 
Development Assessment Tool (MDAT) (n=4), the INTERGROWTH-21st 
measure (n=1), and the Early Childhood Development Index (ECDI) 
(n=1). Direct assessments of the child, such as those using the Bayley, 
MDAT or INTERGROWTH-21st were of higher quality than a potentially 
biased parent report (ASQ, ECDI). In some cases, the assessors were not 
blinded to condition27. Of the thirteen articles, ten found at least one sig-
nificant child outcome and three found no significant child outcome.

To determine the association between behaviour change strategies used 
and the child outcome, we first categorized the significance of child out-
comes. The significance level (p-value) of the outcome was often report-
ed, and sometimes means, standard deviations, and effect sizes were also 
included. With the information reported, we were not able to calculate an 
effect size for all the interventions. However, we wanted to determine the 
relation between the behaviour change techniques employed by a program 
and an outcome. We therefore assigned an outcome effect rating from 0 to 
4 based on significance level or effect size: 0 (d<0.10 or p>0.10), 1 (d=0.10–
0.20; or 0.10>p>0.05), 2 (d=0.21–0.50; or 0.049>p>0.01), 3 (d=0.51–0.80; 
or 0.009>p>0.001), and 4 (d>0.80; or p<0.001). The presence of each be-
haviour change technique noted in the extraction was coded as 0 (not 
present) or 1 (present) for each paper. The techniques identified were per-
formance [self or other], problem-solving, social support from peers or 
family, provision of materials, and use of audio-visual or print media. 
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1. Programmatic Features

Table 1. Condensed Extraction Tables
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1. Programmatic Features (contd.)

Table 1. Condensed Extraction Tables (contd.)

2. Delivery Agents
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2. Delivery Agents (contd.)

Table 1. Condensed Extraction Tables (contd.)
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2. Delivery Agents (contd.)

Table 1. Condensed Extraction Tables (contd.)
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3. Outcomes for Sources (n=14) that reported a quantitative outcome

Table 1. Condensed Extraction Tables (contd.)

Jenny Zheng
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Child outcomes were analyzed in relation to behaviour change techniques 
used by the program. Table 2 shows statistics for the Human Development 
Index of the countries, the behaviour change techniques used by the pro-
grams, the total number of these techniques, and the rating of the child 
cognitive development outcome. To control for the relative development 
of the countries that the programs were implemented in, the Human De-
velopment Index (HDI) was also included in our analysis. The Human-
Development Index (HDI) is a summary measure of average achievement 
in key dimensions of human development: a long and healthy life, being 
knowledgeable and having a decent standard of living28.

Higher means for behaviour change techniques implied more frequent 
use. Performance (self and other combined) was the most common be-
haviour change technique for these programs, followed by problem solv-
ing, materials, and finally media and social support. Programs used less 
than two techniques on average (M=1.846). The mean rating for child de-
velopment outcomes was 1.54, a rating corresponding to a point between 
a small and a medium effect size.

Table 3 presents the correlations between child outcomes and behaviour 
change techniques. Given the small sample size, we used p<0.10 as the 
threshold for significance. No significant correlations were found between 
the reported child development outcome and the behaviour change tech-
nique(s) employed by the program. 

Caregiver Behavioural Outcomes

Ten of the 27 papers analyzed a quantitative caregiver behaviour outcome. 
The measures for these outcomes included the Home Observation Mea-
surement of the Environment (HOME) (n=4), the Family Care Indicators 
(FCI) (n=2), Observations of Mother-Child Interactions (OMCI) (n=1), 
and the Multiple Indicator Cluster Survey (MICS) of parenting practices 
(n=1). These measures all assess parenting practices related to provision of 
psychosocial stimulation for the child, such as play materials, play activi-
ties, and responsive interactions. In some studies, the information report-
ed was insufficient to calculate an effect size, so ratings were assigned on 
the same scale as the child development outcomes. 

The presence or absence of each behaviour change technique was once 
again coded as 0 if absent and 1 if present. For these papers, performance 
[self and other] was once again the most common behaviour change tech-
nique, followed by problem solving, materials, social support, and finally 
media (see Table 4). On average, programs used slightly more than two 
techniques (M=2.20). The mean rating for the parent behaviour change 
outcome was 2.00, corresponding to a small to medium effect size (d=0.20-
0.50). 

We considered p-values less than 0.10 as significant due to the small 
sample size (see Table 5). The strongest correlation was between the total 
number of behaviour change techniques used and the caregiver behaviour 
change outcome (r=0.75, p<0.02).  Social support (r=0.69, p<0.03) and 
performance (r=0.59, p<0.08) were the two specific techniques related to 
parental outcomes. 

Table 2. Statistics for Reported Child Development Outcomes and Behaviour 
Change Techniques

Table 3. Pearson Correlation and p-Values for Child Development Outcomes 
and Behaviour Change Techniques

Table 4. Statistics for Reported Caregiver Behaviour Change Outcomes and 
Behaviour Change Techniques

Table 5. Pearson Correlation and p-Values for Caregiver Behaviour Change 
Outcomes
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Discussion

The goals of this review were twofold. Firstly, we conducted a scoping 
review to overview the global implementation of CCD. Secondly, we ex-
amined the behaviour techniques used in the implementation of CCD 
for a correlation with both child cognitive development and caregiver 
behaviour change outcomes. We found no significant correlations be-
tween behaviour change techniques and child cognitive development 
outcomes; however, parental behaviour changes were associated with the 
techniques of performance, social support, as well as the total number of 
techniques employed by an intervention. 

The correlations with parental behaviour change support the claim made 
by others that the techniques of behaviour change employed by a pro-
gram influence the outcomes10. The lack of correlation between child 
development outcomes and behaviour change techniques is inconsistent 
with this claim. This suggests that CCD implementation of these tech-
niques may be inadequate to improve child outcomes. It could also be 
due to low sensitivity and bias inherent in parent-report measures of 
child development, such as the ASQ-III, used as a measure in five of the 
13 studies reporting on child development outcomes. The results of this 
study support the use of the techniques of performance [self and other], 
social support, as well as an increase in the total number of behaviour 
change techniques, in further implementation of CCD. 

Conclusion

Programs derived from the Care for Child Development package are very 
variable. The available evidence about their effectiveness is based on low 
quality research and shows weak impacts. However, it must be noted that 
it is inherently difficult to conduct research on an unstructured program 
such as this one. Of the 27 studies identified in our scoping review, only 
14 reported effectiveness statistics with regards to child development and/
or caregiver behaviour outcomes. Using the available evidence, we deter-
mined that caregiver behaviour outcomes were correlated with the be-
haviour change techniques of performance and social support, as well as 
the total number of behaviour change techniques used in the intervention. 
These techniques should be used in future implementation of CCD. We 
did not find evidence that behaviour change techniques used had a signifi-
cant impact on the child development outcomes reported. We believe that 
this lack of effect is not proof that behaviour change techniques cannot 
influence such outcomes. Instead, it supports the idea that implementation 
of these techniques is not sufficient, or too variable, to impact child cog-
nitive development. Furthermore, some of the measures used to quantify 
child cognitive development are subject to bias, most clearly in the case of 
those that depend on parental report.  

One of the most interesting questions about the CCD package is whether 
its flexible nature is a strength or a weakness. Because it isn’t a prescribed 
program, it can be implemented in a way that matches a cultural context. 
LMIC are varied, and such adaptability is vastly preferable to a “one size 
fits all” approach. However, the cost of a flexible program is that it requires 
expert assistance to be implemented. CCD does not contain enough infor-
mation to be implemented by anyone. Therefore, despite its adaptability, 
it cannot be implemented anywhere. More randomized controlled trials 
that use valid measures should be conducted in order to make claims that 
CCD is “evidence based.” Furthermore, to improve the package globally, 
a venue for those who have experience implementing CCD to share their 
expertise with those just starting out would be a huge asset. As of now, the 
program’s adaptability comes at the cost of a need for technical support 
from UNICEF and/or child development experts. 

Acknowledgements

I am very thankful to have had the chance to work with Dr. Aboud, a 
McGill Psychology Department faculty member, and Dr. Ahun, a post-
doctoral fellow at Harvard University, on this project. Dr. Ahun has been 
commissioned by UNICEF to undertake a review of the Care for Child 
Development program; this project was completed alongside preparatory 
work for that undertaking. 

References

1. Lu, C., Black, M. & Richter, L. M. Risk of Poor Development in Young 
Children in Low-Income and Middle-Income Countries: An estimation 
and analysis at the global, regional, and country level. Lancet Glob. Health 
4, e916-e922 (2016).

2. Sharrow, D., Hug, L., Liu, Y. & You, D. Levels and Trends in Child Mor-
tion, New York, 2020).

3. Britto, P. R. et al. Nurturing Care: Promoting early childhood develop-
ment. Lancet 389, 91-102 (2017).

4. World Health Organisation. Improving Early Childhood Development: 
WHO guideline (World Health Organisation, Geneva, 2020). 

5. Bornstein, M. H. & Putnick, D. L. Cognitive and Socioemotional Care-
giving in Developing Countries. Child Dev. 83, 46-61 (2012).

6. Bornstein, M. H., Putnick, D. L. & Lansford, J. E., Deater-Deckard, K. & 
Bradley, R. H. A Developmental Analysis of Caregiving Modalities Across 
Infancy in 38 Low- and Middle-Income Countries. Child Dev. 86, 1571-
1587 (2015).

7. Lindland, E. et al. Expanding the Basics: Mapping the Gaps between 
Expert, Decision-Maker and Public Understandings of Early Childhood 
Development in Kenya (FrameWorks, 2018).

8. Fox, S. E., Levitt, P. & Nelson, C. A. How the timing and quality of early 
experiences influence the development of brain architecture. Child Dev. 
81, 28-40 (2010).

9. United Nations. Transforming Our World: The 2030 Agenda for Sus-
tainable Development (2015); https://sdgs.un.org/2030agenda 

10. Aboud, F. E. & Yousafzai, A. K. Global Health and Development in 
Early Childhood. Annu. Rev. Psychol. 66, 433-457 (2015).

11. Jeong, J., Franchett, E. E., Ramos de Oliveira, C. V., Rehmani, K. & 
Yousafzai, A. K. Parenting Interventions to Promote Early Child Devel-
opment in the First Three Years of Life: A global systematic review and 
meta-analysis. PLoS Med. 18, e1003602, (2021).

12. UNICEF. Care for Child Development (2012); https://www.unicef.org/
documents/care-child-development 

13. Yousafzai, A. K., Rasheed, M. A., Rizvi, A., Armstrong, R. & Bhutta, 
Z. A. Effect of Integrated Responsive Stimulation and Nutrition Interven-
tions in the Lady Health Worker Programme in Pakistan on Child De-
velopment, Growth, and Health Outcomes: a cluster-randomised factorial 
effectiveness trial. Lancet 384, 1282-1293 (2014).

14. Aboud, F. E. Evaluation of an Early Childhood Parenting Programme 
in Rural Bangladesh. J. Health Popul. Nutr. 25, 3-13 (2007).

15. Glanz, K. & Bishop, D. B. The Role of Behavioral Science Theory in 
Development and Implementation of Public Health Interventions. Annu. 
Rev. Pub. Health 31, 399-418 (2010).

16. Briscoe, C. & Aboud, F. Behaviour Change Communication Target-
ing Four Health Behaviours in Developing Countries: A review of change 



McGill Science Undergraduate Research Journal - msurj.comPage 80

techniques. Soc. Sci. Med. 75, 612-621 (2012).

17. Bandura, A. Social foundations of thought and action: A social cogni-
tive theory. (Prentice-Hall, 1986).

18. Colquhoun, H. L. et al. Scoping Reviews: Time for Clarity in Defini-
tion, Methods, and Reporting. J. Clin. Epidemiol. 67, 1291-1294 (2014).

19. Munn, Z. et al. Systematic Review or Scoping Review? Guidance for 
authors when choosing between a systematic or scoping review approach. 
BMC Med. Res. Methodol. 18, 143 (2018).

20. Karuskina-Drivdale, S., Kawakyu, N. & Mulhanga., F. A Playbox In-
tervention in Health Facility Waiting Rooms in Mozambique: improving 
caregivers’ knowledge, skills, and communication with health profession-
als. Int. J. Birth Parent Educ. 6 (2019).

21. Rosales, A. et al. Behavior Change Communication Model Enhancing 
Parental Practices For Improved Early Childhood Growth And Devel-
opment Outcomes In Rural Armenia: A quasi-experimental study. Prev. 
Med. Rep. 14, 100820 (2019).

22. Lucas, J. E., Richter, L. M. & Daelmans, B. Care For Child Develop-
ment: An intervention in support of responsive caregiving and early child 
development. Child Care Health Dev. 44, 41-49 (2018).

23. Philbrick, W. C., Patel Priya C. & Yousafzai A. Care for Child Develop-
ment (CCD): An approach to enhance nurturing care in the XXI Century. 
(Harvard School of Public Health, UNICEF, RTI International; Tanzania, 
2017).

24. Thorne, C. Care For Child Development in Five Countries. (Aga Khan 
Foundation, 2014).

25. Schulz, K. F., Altman, D. G. & Moher, D. CONSORT 2010 Statement: 
Updated guidelines for reporting parallel group randomised trials. BMJ 
340, c332 (2010).

26. Yousafzai, A. K., Aboud, F. E., Nores, M. & Kaur, R. Reporting Guide-
lines for Implementation Research On Nurturing Care Interventions De-
signed To Promote Early Childhood Development. Ann. N. Y. Acad. Sci. 
1419, 26-37 (2018).

27. Jin, X. et al. “Care for Development” Intervention In Rural China: A 
prospective follow-up study. J. Dev. Behav. Pediatr. 28, 213-218 (2007).

28. United Nations Development Programme. Human Development Index 
(2020); http://hdr.undp.org/en/content/human-development-index-hdi 

29. Easthall, C., Song, F. & Bhattacharya, D. A Meta-Analysis of Cogni-
tive-Based Behaviour Change Techniques As Interventions to Improve 
Medication Adherence. BMJ Open 3, (2013).



Volume 17 | Issue 1 | April 2022
 

Page 81

Exploring Differing Host Cutaneous 
Microbiome and Immune Responses 
Contributing to Chytridiomycosis 
Susceptibility in Amphibians

Connie Corbin1

Abstract

Chytridiomycosis is an emerging infectious disease caused by Batrachochytrium dendrobatidis, a fungal 
pathogen affecting the skin of amphibians. Chytridiomycosis is differentially affecting amphibian species 
and populations across the world, causing severe declines and extinctions. It is spread by contact or zoo-
spores travelling in water sources. It is not yet fully understood why susceptibility is so variable. Understand-
ing differing susceptibility is crucial for realising any successful conservation efforts. Multiple factors appear 
responsible for the differing susceptibility. The two factors being examined in this literature review are inef-
fective immune responses and the limitations of the cutaneous microbiome. Relevant papers’ significance 
and limitations are discussed with their provenance and objectivity taken into consideration. The immune 
system of amphibians comprises innate and acquired defences. The innate immune system has been found 
to be counterproductive in some cases, much like how an allergic reaction in humans can be detrimental to 
health. An adaptive immune response has yet to be confirmed in previously exposed individuals. The cuta-
neous microbiome plays an initial role in the defence against harmful zoospores by making the environment 
unsuitable or by producing deadly secretions; this consequently prevents colonization by the zoospores. 
Differing levels of secretions have been measured in response to disease. Most amphibian immune systems 
and microbiomes are not adapted to deal with chytridiomycosis, and the fungi are adapted to exploit this 
weakness. There are many difficulties in studying this disease, such as recreating a natural habitat in labora-
tory conditions, which is vital to get accurate microbiome data. The variety of species and global spread of 
this disease is incredibly wide ranging with many factors to consider. Many studies are only focused on one 
aspect of the disease, so a holistic and global approach would be more beneficial. 

Introduction

Chytridiomycosis is a skin disease caused by the fungus Batrachochytri-
um dendrobatidis (Bd). As amphibian skin health is vital for critical func-
tions such as respiration and drinking, chytridiomycosis is a great threat 
to the amphibian population. The disease was observed in the 1970’s and 
formally described by scientists in 1998. The origins of this disease are 
still debated, with scientists claiming it originated from  Africa1 or Asia2. 
Chytridiomycosis is now thought to be responsible for the severe decline 
and extinction of amphibian species such as Rheobatrachus vitellinus and 
Rheobatrachus silus (northern and southern gastric brooding frogs) in 
Australia1.

Chytridiomycosis has spread globally, now primarily affecting amphibi-
ans in Europe, Australia, and the Americas. Some species or populations 
such as Litoria verreauxii, a vulnerable Australian species, are susceptible 
to the disease whilst others such as Rhinella marina1, a common cane 
toad, remain unaffected2. Amphibians cannot be grouped into affected 
and non-affected species, as susceptibility variations can occur intra-spe-
cies. This demonstrates the complexity of establishing susceptibility theo-
ries and formulating conservation methods. 

A new fungal strain, Batrachochytrium salamandrivorans (Bs), emerged 
in 20103 from the recombination of strains that until now were separated 
geographically. Bs only affects salamanders4.

It is generally accepted that global geographical movement by humans 
and environmental change are the primary causes of chytridiomyco-
sis emergence and spread5. The introduction of invasive species, such 
as super spreader Xenopus laevis6, has distributed Bd around the globe 
without they themselves being negatively affected. Wildlife research re-
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mains limited with much research conducted on captive species. This can be 
problematic, especially when considering the microbiome which is highly 
variable in the same species when the environment is changed. Estimates 
of Bd infection can be greatly influenced by which body part of the frog is 
swabbed7.

Emerging infectious disease research looks at the epidemiologic triangle 
(the components contributing to disease): the host, the pathogen, and the 
environment. Many factors have the potential to affect amphibian suscep-
tibility to chytridiomycosis; these include environmental conditions, host 
behaviour, pathogen behaviour, habitat conditions, geographical location, 
interspecies or intra-species interactions and the wildlife trade. The two fac-
tors explored here are host microbiome and immune responses. Research 
could be used to protect vulnerable species and predict the spread of dis-
ease. No effective methods of disease management have been identified.

Methods

A review of papers was conducted by searching on a variety of databases: 
Science Direct, Web of Science, PubMed and JSTOR.  Key words such as 
chytridiomycosis, susceptibility, microbiome and immune responses were 
used to narrow down articles relating to the area of interest. Thirty-six 
papers and websites were read and analysed and chosen for their rele-
vance and objectivity, including those with contrasting results to ensure a 
fair and unbiased approach was achieved. Instances where methods and 
sample sizes vary significantly are addressed. There are many key authors 
on this topic, but this review ensures that conclusions are drawn from a 
variety of scientists in a variety of locations.
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Amphibian and Batrachochytrium Biology and Inter-
action

Amphibians are found on all continents apart from Antarctica. They are 
vertebrate ectotherms, relying on external factors to control their tempera-
ture8. Their habitats vary widely. They have a moist skin used for respira-
tion. Most species metamorphose, growing from young to adult form such 
as tadpole to frog, by changing their body structure9. Amphibians are an 
indicator species, used to assess ecosystem health due to their sensitivity 
to change10.

Batrachochytrium dendrobatidis and Batrachochytrium salamandriv-
orans are fungi which are parasitic in amphibians, leading to chytridiomy-
cosis disease. Bd fungus anchors itself to the epithelial cells of the amphib-
ian skin and gets pushed deeper via germ tubes, spreading the infection 
to further cells4. Bd reproduces by uniflagellate zoospores which possess 
a tail-like structure that allows locomotion. They are initially contained 
in a zoosporangium casing. As the infected epithelial cells differentiate, 
the fungi spores are carried to the skin surface and distributed to the en-
vironment.

Zoospores have a membrane and can live for weeks in water. They repro-
duce asexually and spread by direct contact, through water or moist sur-
faces. In laboratory conditions, zoospores can travel two centimetres in 
24 hours. In fast moving water, they are able to spread faster than this. 
With moisture, zoospores can live for seven weeks, but when desiccated 
for three  hours, they die. It is unsure whether Bd uses keratin, a protein 
layer of amphibian skin, as a nutrient source or a protected place to live. 
Ideal conditions for Bd are between 17°C to 25°C and a pH between 6 to 
7. Outside of these parameters, Bd can still live, but either growth is slow 
or development stops11.

Tadpoles cannot die from chytridiomycosis because they have only a small 
amount of keratin present until they are in adult form12. They can distrib-
ute spores by keratin shedding. The disease presents itself by weight loss, 
skin shedding, lethargy, red skin, convulsions, mouth discoloration, and 
feeding changes4. Skin diseases are devastating in amphibians as it affects 
vital functions such as respiration, water uptake, and osmosis. The suscep-
tibility to chytridiomycosis is thought to affect the conservation status of 
the species13.

The Amphibian Immune System 

The amphibian immune system consists of components and processes 
similar to humans, having an innate and acquired immune system. Innate 
refers to an element of the system that an organism is born with, such as 
post injury tissue inflammation, as a protective mechanism. Acquired or 
adaptive (used interchangeably) immunity is a specific immunity or re-
sponse developed after infection or exposure to a disease or virus, such as 
varicella zoster virus or chickenpox. Acquired immune response includes 
B and T lymphocytes, which are leukocytes (white blood cells) common in 
most organisms. They are controlled by specific receptors and determine 
the body’s response to infection. Host immune system suppression is a 
method of survival for fungal pathogens.

No effective adaptive immune response to chytridiomycosis has been con-
firmed3. The following stages should be occurring in the immune system 
upon skin infection14:

1.	Innate & adaptive components are triggered at the site of infec-
tion and in organs such as the liver and spleen.

2.	Early innate immune responses include increased hepatic gene 
expression, such as increased CRP (C-reactive protein) produc-
tivity, as this is the liver’s response to pathogens. This is an in-
flammatory protective response.

3.	Innate responses include activation of macrophages, neutro-
phils, and Langerhans cells along with inflammatory signalling 
to produce more leukocytes.

4.	Cell surface receptors, like the major histocompatibility com-
plex (MHC) (proteins that assist the adaptive immune system in 

recognising disease), activate along with cytokines and anti-mi-
crobial peptides (chemicals expressed on the skin).

5.	Adaptive immune responses, such as lymphocyte maturation 
(B and T cell receptors); and antibodies, antigens, and cytokine 
production; activate.

Immune systems develop and adapt over time15. One species 20 years ago 
is not sufficient to make assumptions of that same amphibian immune sys-
tem now. Repetition of research is vital to stay accurate, adaptive and to 
observe changes over long periods.

Over-activation of Hormones and Regulatory Gene 
Responses

Serotonin is a hormone which acts on immune system receptors as an 
immunoregulator in amphibian skin. Claytor et al. studied levels of se-
rotonin produced by Litoria verreauxii, a vulnerable Australian species16. 
Frogs able to maintain stable serotonin production during Bd infection 
were more likely to survive than those whose levels rose. Bd excretes tryp-
tophan, an essential amino acid, in susceptible amphibians, which could 
be the trigger of serotonin level rise. Savage et al. came to a similar in-
ference about excessive immune responses when looking at the gene im-
mune responses of Rana yavapaienis17. This species is of particular interest 
as susceptibility is unique to the individual frog, even when living in the 
same population. A highly reactive immune system was likely to lead to 
mortality17. Over-activation was ineffective; instead, survival improved in 
amphibians that maintained a non-reactive balance in MHC variants, a T 
cell adaptive immune response, produced upon infection. 

The amphibian immune system is reacting to Bd, but these reactions are 
counterproductive16,17. Amphibian survival rate decreased when these im-
mune responses were upregulated. This is seemingly counterintuitive and 
not what was initially predicted. The adaptive immune response is pro-
ducing more B and T lymphocytes, as it should, but Bd can easily destroy 
these. The reaction is futile and energy consuming. Savage et al. did not at-
tempt to explain why some Rana yavapaienis reacted differently to others, 
which would be a valuable study17. Research relating to gene responses can 
be applied to a wide variety of amphibian species due to strong similarities 
in their genes.

Leukocytes and Lymphocyte Responses

Ellison et al. and Grogan et al. discovered susceptible amphibians have 
weak and late leukocyte responses which are insufficient to protect against 
chytridiomycosis18,19. Key components of the tricarboxylic acid cycle, the 
second stage of cellular respiration, were depleted upon Bd infection19. 
These components are a nutrient pathway for the immune system, re-
quired for effective function.

Ellison et al. compared the transcriptome, all coding and non-coding 
genes, of Atelopus zeteki in three different tissues, including the spleen, 
that are important to immune function. Comparisons were performed on 
naïve frogs (previously uninfected) and on frogs which previously sur-
vived Bd infection18. Interleukins, which are immune inflammatory pro-
teins, were disproportionately represented in infected naïve frogs but were 
minor in previously infected frogs. The spleen showed the greatest differ-
ence in immune responses of naïve and previously infected frogs. Three 
hundred differentially expressed genes were found between the naïve and 
previously infected frogs, showing potential acquired immunity. It must 
be noted that the sample size of previously infected exposed frogs (n=2)  
was small due to the susceptibility of death from chytridiomycosis in this 
species. This same study should be repeated on different species. 

Evidence of late-stage infection (white blood cell response) was found in 
the form of neutrophil-associated genes in Xenopus tropicalis14. This re-
action was too late to have any significant effect on survival rates. Some 
immune responses were detected early in the spleen, such as interleukins; 
however, these responses were too weak to impact survival. The most 
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significant finding of this experiment concerned cytochrome p450 in the 
liver of infected frogs. 51 out of the 70 p450 genes showed decreased ex-
pression in infected frogs. Rosenblum et al. commented that very few of 
the expected immune responses occurred on Bd infection of Xenopus 
tropicalis14. There was no significant difference between naïve and previ-
ously infected frogs, contrary to the conclusion made by Ellison et al.18 This 
could be a result of the small sample size or a difference in response of the 
species studied. Contrary findings are important in deciphering factors of 
differing susceptibility between species. 

Lymphocytes can be inhibited by metabolites produced by Bd. Bd was 
shown to adapt its metabolism to alter the skin environment of the host, 
inhibiting immune responses20. Researchers compared metabolites pro-
duced by Bd to a closely related pathogen, Homolaphlyctis polyrhiza, 
which did not produce these metabolites. They were trying to establish 
why this form of chytrid fungi was so effective in inhibiting the host’s 
immune defences. The metabolites were methylthioadenosine (MTA), 
tryptophan, kynurenine (Kyn). MT, and Kyn, which independently in-
hibit lymphocytes; when acting together, they have a combined great-
er impact on immune inhibition, even at low concentrations. The exact 
mechanism MTA uses to inhibit lymphocytes in amphibians is unknown. 
Much of these conclusions are assumptions that mechanisms are akin to 
those exhibited by mammalian MTA. Further study on amphibians would 
be required for confirmation. This study also found that tryptophan was 
converted to Kyn which, when released, can interrupt the effector lympho-
cytes, inhibiting natural immune responses20.

Amphibian Cutaneous Microbiome 

The cutaneous microbiome is the community of bacteria and fungi that 
lives on the skin of most organisms. The symbiotic relationship between 
host and microbiome is believed to be an important factor in disease 
prevention and susceptibility in amphibians. Cutaneous microbiomes 
vary significantly between species and environments. They are subject to 
changes, especially during transition from juvenile to adult. The topogra-
phy of the bacterial communities on the amphibians also varies greatly. 
Bombina orientalis in the wild has higher skin bacterial diversity in the 
dorsal regions; in captivity, however, the richness is higher in the ventral 
regions21. Bombina orientalis in the wild is resistant to decline from Bd22. 
These observations could be factors in susceptibility variation and import-
ant to consider during research. 

Given that Bd fungi lives on amphibian skin, the cutaneous microbiome 
plays an important protective and defensive role. A study highlighted three 
preventative interactions by the cutaneous microbial community, reword-
ed here3:

1.	Zoospore colonization ability is reduced as the skin is already 
colonised by bacteria which can block adhesion sites for the 
pathogen.

2.	The microbiome can produce secretions, changing the skin pH, 
making the environment unsuitable for zoospore survival.

3.	Some of the bacteria species can produce enzymes and second-
ary metabolites which directly kill the invading microorganisms.

Defence Abilities of the Cutaneous Microbiome

Susceptible species are thought to have a less rich cutaneous microbiome 
than those less susceptible. Researchers tested frog species with varying 
susceptibilities from Panama23: Atelopus certus, Colosthetus panaman-
sis, Espadarana prosoblepon, Craugastor fitzingeri , and Strabomantis 
bufoniformis. They found that 11 amplicon sequence variants (groups of 
bacteria) made up the core microbiome. Four were affected by Bd, sug-
gesting that the presence of certain bacteria could be a good indication 
of Bd susceptibility23. Research found microbiomes of Rana muscosa and 
Rana sierrae did not recover from previous forms after Bd infection, likely 
due to some of the bacteria being affected and unable to recolonise24. Am-
phibians were only tested for recovery over 48 days. A useful follow-up 
study would have been examining if these amphibians are now more sus-
ceptible to mortality from chytridiomycosis with degraded microbiomes.

Captive frogs were used in both these studies23,24. Microbiomes of wild 
species may have differing microbial communities which presents an ex-
perimental obstacle when studying this defence mechanism. Natural in-
teractions would influence the bacteria able to colonise the skin. A study 
of a variety of species and their cutaneous microbiome community would 
be necessary to gather enough data to perform a test for significance of 
certain bacteria present against susceptibility.

The unsusceptible salamander species, Plethodon cinereus, was found to 
have Janthinobacterium lividum bacteria on its skin25. This provides an 
antifungal layer able to produce secondary metabolites, such as violacein, 
which inhibit the growth of Bd. When the microbiome of P. cinereus is 
altered, symptoms of chytridiomycosis worsen3. Researchers reduced the 
cutaneous bacteria on P. cinereus and compared this to the same species 
with an undisturbed microbiome3. They found that salamanders with re-
moved bacteria lost significantly more body weight. Supporting results on 
the same species show a reduction of Bd prevalence where more J. lividum 
was present26. Treating susceptible species Rana muscosa with J. lividum 
increased their survival rate by 40%27. Studies on other species have found 
contrasting results. When Atelopis zeteki was treated with J. lividum, the 
survival rate did not improve. J. lividum may be a species-specific protec-
tive mechanism, or it may be part of a group of bacteria required28.

When amphibians are in their optimal environment, their microbiome is 
most effective in dealing with Bd infection. Optimal temperature varies 
between species and populations depending on their natural environ-
ment. Eleutherodactylus coqui, susceptible frogs endemic to Puerto Rico, 
were infected with Bd during their optimal conditions (warm and wet) 
and during less ideal conditions (cool and dry)29. In their prime season, 
they were able to recruit skin bacteria that helped to fight off infection and 
return to the same pre-infection levels of bacterial richness and diversity. 
In the cool dry season, they were unable to do this, and infections rose as 
a result. 

The microbiome of frogs freshly caught in the wild changes upon place-
ment in a laboratory setting. Recreating wild conditions, including sea-
sonal changes, adds value to research. The researchers used mesocosms, 
setting their experiment up in the natural environment, then used rRNA 
amplicon sequencing to detect changes in frog condition. The finding 
highlights that seasons have a direct effect on the cutaneous microbiomes’ 
ability to protect against Bd. In the warm wet season, the frogs were signifi-
cantly more able to fight infection and return to pre-infection condition29.

Roback and Richards-Zawacki demonstrated the complexity of reaching 
conclusions about the microbiome30. They tested antifungal bacterium 
Stenotrophomonas maltophilia on Acris crepitans. The individual frogs 
with more antifungal bacteria survived longer when infected with Bd but 
only at temperatures of 14°C and not at 26°C. All amphibian species have 
specific and greatly varied optimum temperatures, indicating this would 
be a useful study to repeat on a wide variety of species for comparison 
against Bd susceptibility. This study again provides indication of the mul-
tifactorial nature of the disease.

Antimicrobial Peptides

Antimicrobial peptides (AMPs) are part of the early innate immune re-
sponse in most mammals and amphibians. The immune system produc-
es antimicrobial peptides, which are chemicals expressed on the skin to 
protect from infection. They can interact with the cutaneous microbiome.

Antimicrobial peptides are important in the development of host immu-
nity and susceptibility. They are effective in decreasing the survival of zoo-
spores on the skin of Speleomantes, a European salamander genus with 
8 species. AMPs, although part of the innate immune system, have been 
found to adapt further after Bd exposure, making them more effective31. 
The combination of AMPs and their interactions with skin microbes af-
fects the response to Bd. Both Dendropsophus labialis and Rheobates 
palmatus, frog species living symbiotically (beneficially interacting) in the 
Columbian Andes, both host Bd without succumbing to chytridiomyco-
sis32. By testing 158 bacterial isolates (populations of microbes) found on 
these amphibians, 80% displayed antifungal properties. Some of the iso
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Conclusions and Recommendations

Although most often considered individually, this review demonstrates 
the importance of linking and understanding multiple factors which can 
contribute simultaneously to the differing susceptibility of amphibians to 
chytridiomycosis. Meeting the objectives of the review, the emergence, 
major theories, and limitations of previous theories and studies have been 
discussed. Combining and reviewing research reveals different factors 
work together to affect susceptibility such as immune responses, including 
AMPs interacting with the cutaneous microbiome. 

Some amphibian species are still declining, whilst others are showing signs 
of recovery. Analysis on species recovery has revealed possible evidence 
of innate and acquired immunity along with Bd resistant heritable genes. 
These recent studies require corroboration and repetition. Knowledge on 
recovery can reveal information on susceptibility.

Limits and uncertainties discussed reveal wildlife experiments are difficult 
to replicate in a laboratory. This is particularly relevant in cutaneous mi-
crobiome research which is highly susceptible to change and variability. 
Some studies evaluated reveal particular bacteria with strong species spe-
cific Bd resistance. This review proposes further research in this area may 
produce significant findings. 

The global nature of chytridiomycosis and the variety of species involved 
require collaboration from researchers. The weakness in current research 
lies in the lack of connections to other areas of biology, even in review pa-
pers where the opportunity is more practical. The sharing of information 
in a database would establish possible susceptibility associations not yet 
linked.
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Evaluation of Whole Cell Biosensors for 
Usability in On-site Detection of Two Major 
Classes of Antibiotics in Agricultural Soil and 
Water

Jennifer Jiang1, Yun Xiao1

Abstract

Human health is heavily influenced by the environment. In recent years, the contamination of soil and water 
by antibiotics has become a major public health issue. This is because of the selective pressure from anti-
biotics in the environment that results in the proliferation of antibiotic-resistant bacteria. A major contrib-
utor to the emergence of antibiotic resistance is the indiscriminate use of antibiotics in the agriculture and 
medical industry, followed by insufficient antibiotic-removal treatment of wastewater from these industries, 
resulting in the antibiotic accumulation in the environment. Limiting the use of antibiotics must be followed 
by extensive surveillance to track antibiotic residue levels in agricultural soil and water samples. In recent 
years, there has been a growing interest in the use of whole cell biosensors to monitor levels of antibiotics 
in agricultural samples; this is because whole cell biosensors are portable, cheaper, and simpler to operate 
and interpret compared to traditional methods of antibiotic detection. This review article compares the 
potential of existing β-lactam and tetracycline whole cell biosensors for on-site analysis of agricultural soil 
and water samples based on practicality, performance, robustness, and range of detection. Despite the lack 
of data regarding the performance of these biosensors under varying pH and temperature conditions, this 
review weighs the benefits and drawbacks of each biosensor to determine a promising candidate for use in 
on-site detection of β-lactams and tetracyclines. Of the β-lactam biosensors examined, only a Bacillus subti-
lis-based biosensor was able to detect β-lactams in water samples with high sensitivity and specificity while 
producing a strong and stable signal. However, this biosensor was not tested in soil samples, has a relatively 
long response time, and requires a spectrophotometer to view the signal. Engineering the reporter gene to 
produce a colorimetric signal will increase its potential in on-site detection. Of the tetracycline biosensors 
examined, a compact paper strip biosensor was found to be sensitive and highly practical when tested in 
both soil and water samples. Thus, we determined it to be the best candidate for on-site detection. This bi-
osensor, however, also suffers from relatively lengthy response times. The realization of these biosensors as 
tools for antibiotic surveillance depends on further experimentation using on-site samples.

Introduction

The rapid emergence of antibiotic resistant bacteria is the greatest immi-
nent threat to global health1. Antibiotic resistance is a naturally occur-
ring process that is greatly expedited by antibiotic use, as antibiotics kill 
susceptible bacteria and allow resistant bacteria to survive and replicate. 
The pervasive overuse of antibiotics in agriculture and medicine are two 
major contributors to antibiotic resistance1,2. Conventional wastewater 
treatment cannot entirely remove antibiotics from sewage produced by 
the medical industry. Furthermore, the lack of effective antibiotic-remov-
al treatment in agricultural systems gives rise to antibiotic accumulation 
in agricultural water and soil2. 

To monitor and treat antibiotic overuse, it is necessary to develop meth-
ods to support widespread and continuous surveillance of antibiotic lev-
els in agricultural soil and water. Currently, several antibiotic detection 
methods are available. Traditional chemical assays use liquid chroma-
tography and mass spectrometry to extract antibiotics from a sample3. 
These methods can be extremely sensitive, being able to detect antibiotics 
at a concentration as low as 0.05 ng/mL4. However, traditional methods 
require expensive equipment, experienced technicians, and complex, 
lengthy processing, making them impractical for on-site antibiotic de-
tection in agricultural soils and water4. Conventional biosensors that use 
aptamers or antibodies as antibiotic recognition elements may be more 
portable, but are expensive and only stay sensitive for a small range of ion 
concentration, pH, and temperature, thus limiting their suitability for on-
site detection of antibiotics4. 

Whole cell biosensors have been developed to address the limitations 
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of chemical-analytical detection methods and conventional biosensors. A 
whole cell biosensor reprograms existing signalling pathways in living cells 
to respond to the critical levels of antibiotics by producing a visible output. 
Whole cell biosensors for antibiotics are usually constructed via fusing a re-
porter gene to a promoter, which acts as an antibiotic recognition element5. 
Whole cell biosensors are sensitive, specific, cheap, and portable. Further-
more, they produce easily interpretable results rapidly, do not require spe-
cialized equipment, and accurately report the concentration of bioavailable 
antibiotics5. These characteristics make whole cell biosensors an appealing 
tool for on-site analysis of agricultural soil and water samples.

This review aims to evaluate existing whole cell biosensors for two repre-
sentative classes of antibiotics commonly used in agriculture and medicine: 
tetracyclines and β-lactams. The whole cell biosensors’ usability in on-site 
analysis of agricultural soil and water samples will be examined. This review 
will consider the biosensors’ [1] practicality; [2] performance, using metrics 
such as specificity, signal stability, and response time; [3] response format 
(responding in a dose-dependent manner is preferred over binary classi-
fication, since a quantitative response would provide useful information 
for subsequent antibiotic removal and sample treatment in these soil and 
water); [4] range of detection (they must be sensitive enough to detect the 
range of antibiotic concentration predicted to select for resistance bacteria 
(β-lactam: 0.25-4 ng/mL, tetracycline: 1-16 ng/mL)6); and [5] robustness 
(whether they retain their sensitivity in pH and temperature ranges pre-
sented by farm water and soil samples). While countries around the world 
would have varying pH, temperature range, and antibiotic concentration 
values in soil and water7.8.9.10, they do not deviate greatly from the values 
obtained in Canada, which are shown in Table 111,12,13,14,15,16,17.
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Biosensors for β-lactams

β-lactams are one of the most prescribed antibiotic classes and the most 
commonly used bactericidal agent in agriculture18. They are bactericidal 
agents that kill bacteria by inhibiting the production of peptidoglycans 
in bacterial cell walls. Bacterial β-lactam resistance arises mainly based 
on the synthesis of β-lactamase enzyme, which cleaves the β-lactam ring 
and inactivates the antibiotic. A number of whole-cell sensors are avail-
able for detection of β-lactams. Lautenschläger et. al. developed a Bacil-
lus subtilis (B. subtilis)-based whole cell biosensor by fusing the promot-
er PblaZ with the luciferase reporter gene luxABCDE downstream of the 
β-lactam-activated BlaR1/BlaI signalling pathway19. 

Without the presence of β-lactam, BlaI represses the blaZ pathway by 
binding to the promoter PblaZ20. As β-lactam enters the whole cell bio-
sensor, it binds to BlaR1 and activates BlaR1’s proteolytic activity20. BlaR1 
degrades BlaI and frees the target promoter, allowing the expression 
of the downstream luciferase gene, which emits bioluminescence. The 
functionality of this sensor was tested on ten β-lactam derivatives, rep-
resenting all four subclasses of β-lactams—penicillins, cephalosporins, 
monobactams, and carbapenems, as well as on the cyclic polypeptide 
antibiotic bacitracin as a negative control19. The sensor detected all ten 
β-lactam derivatives with high specificity in Streptomyces soil isolates 
and water samples and had a lower detection limit of 1 ng/mL19. Strepto-
myces are known to produce a large variety of antimicrobial compounds, 
among them β-lactams19. The Streptomyces soil isolates were screened by 
the biosensor for β-lactam production through a modified disk diffusion 
assay19. β-lactam derivatives induced a luciferase signal within two hours 
that remained stable for several hours, while the control bacitracin did 
not induce a luciferase signal19. 

While the luciferase signal needs to be viewed using a spectrophotome-
ter, decreasing the portability of this assay, the development of sensitive 
and robust hand-held luminometers would solve this problem. Alterna-
tively, changing the reporter to β-galactosidase and using a chromogenic 
enzyme substrate would allow the biosensor to produce a signal that is 
visible to the eye. β-galactosidase reporter genes have been incorporat-
ed in whole-cell biosensors for on-site detection of bacitracin, another 
type of antibiotic, for as low as 49.3 ng/mL21. Its application in the de-
tection of β-lactams or other types of antibiotics is a promising direction 
of research. This study did not test the functionality of the biosensor in 
varying pH and temperature conditions encountered in the field, but the 
authors claim that the sensor can be used to analyse weakly acidic sam-
ples19. B. subtilis can grow in pH 4 to 9.5, and its optimal temperature 
range is 25 to 35 °C; these numbers can serve as a rough estimate for the 
pH and temperature range of the biosensor22. This B. subtilis-based bio-
sensor detects β-lactam derivatives with adequate sensitivity and spec-
ificity in water samples and bacterial soil isolates, as its lower detection 
limit falls within the range of antibiotic concentration predicted to select 
for resistance. It is likely to function within the pH range of most agri-
cultural samples, and is unlikely to require temperature control, suggest-
ing that this sensor is robust enough to be used for on-site monitoring. 
However, the response time was relatively slow at two hours compared 
to other biosensors discussed in this review, and the luciferase signal 
must be detected using specialized equipment. The biosensor should be 
tested in various pH and temperature conditions, as well as soil samples, 
after making a β-galactosidase reporter gene substitution to produce a 
colorimetric output. 

Valtonen et al. developed an Escherichia coli (E. coli) sensor with a lu-
ciferase reporter under the control of the β-lactam-responsive element 

ampR/ampC23. The inducible β-lactamase promoter ampC is under 
transcriptional control of a regulator encoded by ampR. The presence 
of β-lactam leads to breakdown of microbial cell wall murein structures. 
These murein products bind to ampR, and in turn ampR activates the 
ampC promoter and its downstream gene, the luciferase23. The biosen-
sor was able to detect six β-lactam derivatives (ampicillin, piperacillin, 
imipenem, cephapirin, cefoxitin, and oxacillin) with high specificity. The 
biosensor had a detection range of 2.5 ng/mL to 250 μg/mL. 

The signal was generated in two hours but was unstable, especially when 
the concentration of β-lactam was low. As with the B. subtilis-based 
sensor, acquiring a suitable handheld luminometer or the replacement 
of the luciferase reporter with β-galactosidase reporter would remove 
the requirement for a spectrophotometer. The authors only tested the 
biosensor in laboratory conditions and did not analyse soil or water 
samples. For an approximation of the pH and temperature range of the 
biosensor, E. coli can grow in pH 6.3 to 7.8 and a temperature of 19.3 to 
41 °C24. Under these conditions, E. coli can survive in soil and water for 
approximately 90 days24. The biosensor is therefore likely to be robust 
enough to be used for on-site monitoring. The biosensor can be freeze-
dried and used instantly after being rehydrated, without any growth step, 
eliminating the laboratory cultivation period prior to use23. Further ex-
perimentation is needed to determine the sensor’s functionality for soil 
and water samples. The slow and unstable signal output is a major disad-
vantage of this biosensor.

Kumar et. al developed a Pseudomonas aeruginosa (P. aeruginosa)-based 
potentiometric biosensor for one derivative of β-lactam antibiotics, ceph-
alosporin, with a detection range of 40 to 400 μg/mL25. A layer of biosen-
sor was immobilized to a cellulose acetate membrane, and permeabilized 
with lysozyme25. The lysozyme-permeabilized biosensor cells hydrolyse 
a β-lactam ring of cephalosporin, producing cephalosporin acid25. The 
protons generated in this reaction are detected by pH electrodes25. The 
study did not test whether this biosensor can be used to analyse soil sam-
ples. The low sensitivity of this biosensor is another major drawback, 
as the lower detection limit of the biosensor would be too high to de-
tect cephalosporin in most agricultural water samples. Furthermore, 
the biosensor is the least robust of all those presented in this review; to 
achieve maximum sensitivity, the temperature of the biosensor must be 
kept at 35 to 40 °C, and the pH must be kept at 7. Another limitation of 
this biosensor is that it can only detect one antibiotic derivative. Despite 
these drawbacks, the biosensor’s strength is in its short response time: 
a strong and extremely stable signal is produced within three minutes, 
giving the biosensor the potential to be used in real-time monitoring of 
cephalosporin levels. To improve its range of usage, water evaporation 
methods can be used to concentrate the sample, meeting the detection 
limit. However, the evaporation process takes away the advantage of this 
sensor: its short response time. The low sensitivity coupled with strict 
pH and temperature requirements of this biosensor impede its practical 
application in on-site monitoring.

Of the three of β-lactam biosensors presented in this review, only the 
B. subtilis-based whole cell biosensor was tested using water samples, 
and only the P. aeruginosa-based biosensor was tested for functionality 
in varying pH and temperature conditions. None of the biosensors was 
tested on soil samples directly. With incomplete data on the robustness 
and performance of all three biosensors in water and soil samples, it is 
difficult to make a definitive judgement with regards to which biosensor 
is most suitable for on-site detection of β-lactams. The B. subtilis- and 
E. coli-based biosensors were able to detect β-lactams with high sensi-
tivity and specificity, as its detection range covers the range of antibiotic 
concentration that selects for resistance6. They could be modified slightly 
to produce a colorimetric output, which is convenient for on-site moni-
toring in a low-tech environment. Both biosensors had relatively longer 
response time compared to the P. aeruginosa biosensor, but only the B. 
subtilis-based whole cell biosensor produced a stable signal. While the 
P. aeruginosa biosensor had a significantly shorter response time, its low 
sensitivity makes it unsuitable for analysis of agricultural water samples 
and its diffusion-dependent construct makes it unsuitable for soil sample 
analysis. Based on the available data, the B. subtilis-based biosensor is 
the best candidate for on-site detection of β-lactams in agricultural soil 
and water.

Table 1. pH, temperature, and antibiotic concentrations in agricultural soil and water 
samples in Canada
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Biosensors for tetracyclines

Tetracyclines are a class of bacteriostatic antibiotics that inhibit bacterial 
growth by inhibiting protein synthesis26. Tetracyclines are the most fre-
quently used antibiotics in agriculture because they can be synthesized 
with high purity and are cheap to produce26. However, they are not ab-
sorbed well by animals’ intestines and therefore contribute to significant 
long-term contamination of groundwater through animal waste26. As a 
result, the prevalence of tetracycline resistance is very high, reaching 67% 
for E. coli in several European countries27.

Various whole cell tetracycline biosensors are available. Hansen and So-
renson developed three E. coli-based biosensors by fusing the tetracycline 
inducible tet promoter with different reporter genes: lacZYA, which en-
codes β-galactosidase, Green Fluorescent Protein (GFP), and luxCDABE 
luciferase28. All three biosensors were quite sensitive, being able to detect 
as low as 10 ng/mL of the tetracycline derivative oxytetracycline28. The 
lacZYA biosensor had a relatively short response time of 50 minutes and 
produced a stable signal that lasted for 5 days, while GFP and luxCDABE 
biosensors had longer response times of three hours28. The authors did 
not report the stability of the GFP and luxCDABE signals. Unlike the GFP 
and luxCDABE biosensors, the lacZYA biosensor produces a colorimet-
ric output and does not require specialized equipment. The authors did 
not analyze soil samples and only tested the biosensors under laboratory 
conditions. They noted that the GFP and luxCDABE biosensors could not 
function well at temperatures higher than 30 °C28. E. coli can grow in pH 
6.3 to 7.8 and a temperature of 19.3 to 41 °C24, but this does not mean that 
the biosensor can function well within this whole range. The most promis-
ing biosensor, the lacZYA biosensor, should be tested using soil and water 
samples under varying pH and temperature conditions.

Ma et al. developed a paper strip E. coli-based whole cell biosensor for 
tetracycline by liquid-drying E. coli cells that expressed the lacZ reporter 
gene under the control tetracycline-inducible tet promoter onto strips of 
filter paper3. The paper strips were photographed and analysed digitally 
to determine quantitatively the color intensity of the blue area of the pa-
per3. The biosensor could detect six tetracycline compounds (tetracycline, 
oxytetracycline, chlorotetracycline, deoxytetracycline, minocycline, and 
methacycline) with high specificity3. The authors claimed that the biosen-
sor is more robust than typical whole cell biosensors, having the ability 
to accommodate a wider range of pH, temperatures, ionic strengths, and 
presence of other contaminants such as fertilizers, because it is a self-con-
tained paper strip3. However, the authors did not support most of these 
claims with experimental data. The biosensor is more sensitive than the 
biosensor by Hansen and Sorenson, with a detection limit of 7.5 ng/mL in 
water and in soil samples3. Samples were collected from tetracycline-con-
taminated soils, mixed with EDTA solutions acting as sensitizers, sonicat-
ed with ultrasound, centrifuged, and filtered3. The processed soil extracts 
were mixed with Lysogeny broth and tested using the paper strip biosen-

sor3. If the soil extract processing can be simplified, then the paper strip 
format makes the biosensor highly portable and convenient, removing 
any requirement for well-trained personnel. The biosensor had a longer 
response time than the biosensor by Hansen and Sorenson, generating a 
clear signal 90 minutes after incubation with low concentrations of tet-
racycline3. However, the colorimetric output, relatively ease of use, and 
compatibility with soil samples makes this biosensor effective for on-site 
monitoring of tetracyclines. Additional testing is needed to validate the 
specificity and robustness of this biosensor. Significant attention should 
also focus on simplifying the soil extract processing to highlight the ad-
vantage of this biosensor: portability and ease of use.

Bahl et. al developed an E. coli whole cell biosensor by fusing the tetracy-
cline-induced promoter tet with the GFP reporter gene4. This biosensor 
was able to achieve the lowest detection limit among all tetracycline bio-
sensors being compared in this review: 5 ng/mL4. The flow cytometry was 
used to detect and quantify four tetracycline compounds4. While the con-
cept of using flow cytometry for antibiotic detection is certainly novel and 
promising, the complicated design and bulkiness of flow cytometers limits 
the feasibility of implementing such a method in the field for on-site de-
tection of tetracycline. Moreover, this method requires cells to be removed 
from the detection site and into the flow cytometer; fluorescent signals 
might be lost during this transportation4. Development of miniaturized 
flow cytometry devices would potentially allow this sensitive method to 
be used on site. Furthermore, the experimenters did not test the ability of 
this biosensor to analyse environmental water and soil samples. Analysis 
of soil samples using flow cytometry would require the separation of the 
biosensor bacteria from soil particulates, further reducing the efficiency 
of this method29.

For the three tetracycline whole cell biosensors discussed in this review, 
although all their lower detection limit falls within the range of concen-
tration that selects for resistant bacteria, there is still a trade-off between 
sensitivity and adaptability. The flow cytometry method developed by Bahl 
et. al is slightly more sensitive than the others, but far less practical for 
on-site monitoring. The highly portable paper strip biosensor is the most 
practical, has the greatest potential, and has a greater sensitivity than the 
biosensor produced by Hansen and Sorenson. Regrettably, of the three bi-
osensors presented in this review, only the paper strip biosensor was tested 
using soil and water samples, and none of the studies thoroughly tested the 
ability of the biosensors to accommodate pH and temperature conditions 
encountered in the field.

Reporter genes for on-site detection

Three different reporter genes have been employed in the construction of 
whole cell biosensor in this review: luciferase, GFP, and β-galactosidase. 
β-galactosidase hydrolyzes lactose, and in colorimetric assays, lactose 
analogues (X-gal or ONPG) become colored after hydrolysis30. 

Table 2. Properties of three β-lactam biosensors

Table 3. Properties of three tetracycline biosensors
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As production of β-galactosidase increases, the intensity of the color in-
creases in the assay30. On the other hand, GFP emits green fluorescence 
after being excited by light in the blue to ultraviolet range. Increasing 
production of GFP increases the intensity of green light emission30. Sim-
ilarly, increasing the production of luciferase increases the biolumines-
cence intensity30. While the researchers of these whole cell biosensors 
discussed in this review seem to favor β-galactosidase as reporter due 
to its colorimetric output identifiable by the naked eye, fluorescent pro-
tein and luciferase-based reporters need no additional substrates and are 
more suitable for quantitative measurements over a dynamic range30. 

Both reporters need specialized luminescence reader for quantitative 
measurements, and while GFP reporters must be excited, luciferase 
reporters do not. GFP and luciferase also have the advantage of short 
half-life, that luminescence of the proteins directly correlates with gene 
expression, for applications in real-time measurements30. For prelimi-
nary on-site detection of antibiotics in soil and water, the β-galactosi-
dase reporter is more suitable since it can easily be used in a low-tech 
environment without specialized personnel or equipment. However, for 
more precise, quantitative determination of antibiotic concentration in 
samples to provide meaningful data for subsequent antibiotic removal as 
well as soil and water sample treatment, the luciferase-based reporter is 
more suitable. 

Conclusion

In this review, the suitability of various whole cell biosensors for on-site 
detection of two different classes of antibiotics, β-lactams and tetracy-
clines, in farm water and soil was compared on the basis of practicality, 
performance, range of detection, and ability to accommodate varying pHs 
and temperatures encountered in the field. Of the β-lactam biosensors, 
only the B. subtilis-based biosensor had both sufficient sensitivity as well 
as signal stability. However, the B. subtilis-based biosensor has a relatively 
long response time and needs to be modified in order to produce a colori-
metric output or to be used with a suitable hand-held luminometer. The P. 
aeruginosa-based biosensor had a shorter response time, but would not be 
able to detect β-lactams at the levels found in farm water. There is therefore 
a trade-off between sensitivity and response time for β-lactam biosensors, 
with sensitivity being the more important consideration. It should be not-
ed that recent methods of antibiotic detection in soil involving mass spec-
troscopy have a response time of within four hours31; thus, the whole cell 
biosensors discussed in this study all have an advantage in response time 
over mass spectroscopy methods. 

The three tetracycline biosensors had comparable sensitivities, but all had 
their advantages and disadvantages. The paper strip biosensor is signifi-
cantly more convenient for on-site monitoring but has a longer response 
time and requires soil extract. The biosensor by Hansen and Sorenson 
had a slightly shorter response time than the paper strip biosensor, but 
had lower sensitivity. The biosensor by Bahl et al. was slightly more sensi-
tive than the paper strip biosensor, but its use of flow cytometry makes it 
impractical for on-site detection. Few biosensors were tested for pH and 
temperature sensitivity, as most of the biosensors were only tested in labo-
ratory conditions. Furthermore, only the paper strip biosensor was tested 
using soil and water samples, and the performance of the other biosensors 
for these types of samples is unknown. While this review attempts to in-
fer the performance of several biosensors in soil and water samples using 
pH and temperature ranges for the biosensor bacteria species, the biosen-
sor must be ultimately tested using soil and water samples in the field for 
accurate analysis. The development of portable equipment for quantita-
tive measurements of the biosensor reporter signal would also improve 
the practicality of these biosensors. Overall, though the data supports the 
value of whole cell biosensors as a tool for detection of antibiotics in ag-
ricultural samples, more experimentation is needed before the available 
biosensors can be adequately compared and implemented for on-site de-
tection.
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