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Globular clusters are one of the oldest structures in the galaxy and are known 
for their compactness and high stellar density. On page 46, Barton et al. propose 
that globular clusters were seeded from cosmic strings in the early universe. 

The cover image shows the Milky Way with representations of globular clusters.
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FOREWORD

Dear Reader,

We present to you a curation of some of the most forward thinking, novel, and innovative research done 
by undergraduates. This polished publication represents diligence and passion from our editors, and 
most importantly from our authors. The scientific process is rigorous as countless hours of planning, 
experimentation, analysis, discussion, and revision are done for every hypothesis that is developed in the 
many laboratories and research centers at McGill University and the world. 

Each year, we receive an increasingly strong set of submissions from undergraduate students from around 
the globe. This year, we are proud to present to you two review papers and seven original research papers. 
We hope that MSURJ can continue provide a platform for students to inspire their peers and foster a vivacious 
scientific undergraduate community. 

Almost 150 years after Sir William Osler (MDCM, 1872) started the first formal journal club, the McGill Science 
Undergraduate Research Journal continues to introduce research to undergraduates and forges a place for 
undergraduates in the McGill research community. As MSURJ is entering a brand new decade, its success is 
attributed to our hard working editorial board, our generous donors and most importantly you, our dedicated 
readers that support MSURJ’s cause. 

On behalf of the entire editorial board, we thank you.

Ariana Aimani & Meng Zhang
Co-Editors-in-Chief
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The Relationship between Large Herbivore 
Abundance and Algal Cover on Coral Reefs 
on West Coast Barbados

Vanessa Caron1, Ariel Greiner2, Krista Ransier3, Bryna Cameron-Steinke2

Abstract

Background: Over the past few decades, climate change and the intensification of coastal development 
significantly contributed to the degradation of coral reefs across the Caribbean Sea. Widespread increase in 
algal cover on coral reefs since the 1970s has made it difficult for the corals to recover. Thus, algae regulating 
factors, such as herbivorous grazers and groundwater nutrient concentrations, have important implications 
for the conservation of coral reefs. In this study we conducted a small-scale assessment of the relationship 
between the abundance of two families of herbivorous fishes, Scaridae and Acanthuridae, and algal cover 
on the coral reefs of West Coast Barbados was conducted, and we hypothesized that a direct negative cor-
relation exists between them. 

Methods: Herbivorous fish abundance and percent algal cover were quantified for three different coral reefs, 
and the data was analyzed using linear regressions and analyses of variance.

Results: We found that although there were no significant relationship between herbivorous fish abundance 
and algal cover, there was a significant difference between them across the three reefs studied. These results 
suggest the presence of other factors influencing algal cover. One such factor could potentially be ground-
water input levels, which was found to differ at each of the three sites studied.

Limitations: The limited timeframe of this study did not allow for extensive sampling.

Conclusion: In order to effectively protect the coral reefs in Western Barbados, Further studies are needed to 
increase the understanding of the relationship between herbivory and algal cover in Western Barbados as 
well as to further investigate the role of groundwater seepage on algal growth. 

Introduction

Many coral reef ecosystems around the world have shown a significant de-
cline in coral cover and species diversity over the past four to five decades. 
Estimates suggest that 20% of the world’s coral reefs are already lost, 20% 
are under imminent risk of collapse, and another 26% face threats of irrep-
arable damage. (1) Such coral cover decline is attributed to indirect human 
disturbances including ocean warming, which cause coral bleaching and 
diseases the growth of human coastal populations, and overfishing of key 
herbivorous fishes, namely scarids and acanthurids. A loss of coral cover 
can result in a phase shift from coral to macroalgae dominance and cause 
further coral loss as coral death reduces competition for space, allowing 
algae to grow more easily. (2) In addition, excessive macroalgal cover is 
thought to harm coral reefs by reducing recruitment of juvenile corals 
from the plankton. (2)

Between 1983 and 1984, the entire Caribbean Sea experienced mass mor-
tality of the sea urchin Diadema antillarum, an important algal grazer, due 
to a waterborne pathogen. Mortality rates ranged from 85% to 100%. (3) 
A significant decrease in herbivory on coral reefs and dramatic increases 
in algal cover ensued. (4) This event, combined with habitat loss as a result 
of increased coastal development, sedimentation, and eutrophication - the 
process by which excessive nutrients cause algal blooms and subsequent 
oxygen dead zones, was a strong contributor to the observed phase shift 
from corals to macroalgal-dominated reefs. Algal growth is promoted 
by eutrophication from groundwater seepage. Meanwhile, coral’s ability 
to recover is hindered by many factors, including sedimentation, global 
warming, and reduced herbivory. The massive die offs of Diadema, and 
increased fishing pressure on herbivorous fish have therefore both con-

tributed to the lack of recovery of coral cover in Caribbean reefs. Herbiv-
orous fishes are important in coral reef ecosystems because they reduce 
algal cover by grazing, contributing to the maintenance of reef health and 
the recovery of the reef from disturbances such as hurricanes. (5) Specif-
ically, the families Scaridae (parrotfish) and Acanthuridae (surgeonfish) 
are thought to have the greatest impact on the regulation of algal cover via 
grazing, with adult scarids capable of maintaining 10% to 30% of a fore 
reef in a grazed state alone. (4)While damselfish (Pomacentridae) are also 
known grazers, their activity is confined to selectively maintaining algal 
“farms” in small territories, limiting their reef-wide impact on regulating 
benthic algae. (5)

    In Barbados, the significance of herbivorous fishes’ role as grazers in 
the coral reef ecosystem increased substantially with a 93.2% mortality of 
Barbadian Diadema populations from 1983 to 1984. (3) The increasing 
threats of overfishing and eutrophication on Barbados’ reefs are bringing 
about lower numbers of herbivores and greater algal growth promotion, 
likely decreasing the health of the coral reef ecosystem. (6) To protect the 
reefs from algal dominance and loss of coral cover, one must first under-
stand the extent of the top-down effects of herbivorous fish. The purpose 
of this study is to assess the relationship between the abundance of scarids 
and acanthurids and percent algal cover on the coral reefs of Western Bar-
bados. We predict that a large abundance of scarids and acanthurids in an 
area will result in a low percent algal cover in that area.
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Methods

Site Selection

Three individual coral reefs were selected along the West Coast of Barba-
dos for sampling, which was done in May 2014. At each reef, scarid and 
acanthurid abundance and algal cover were measured. The sites were, 
from North to South: Mullin’s Bay Beach, Folkestone Marine Reserve, 
and Sandy Lane Beach. The sites were chosen due to their proximity to 
one another (maximum distance of 11 km), as the focus of this study is 
to determine the small-scale effects of herbivore grazing on algal cover.  
This proximity enabled us to normalize the degree of coastal development, 
general oceanographic conditions, and physiography. One of our sites, the 
Folkstone Marine Reserve, is a Marine Protected Area in which fishing has 
been prohibited since 1981. (7) Fishing is permitted at the other two reefs. 

Data Collection - Set Up

At each site, data were collected along five 30-meter long transects extend-
ed perpendicular to the shoreline. At each reef, the transects were posi-
tioned a short distance beyond the crest of the reef (Fig. 1).  This was done 
to ensure rough standardization of the water depth in each reef studied. 
Throughout the reef area studied, water depth ranged from 1 to 3.5 meters. 
The start of each transect was positioned by a snorkeler swimming on their 
back - thereby assuring a haphazard assignment of each transect location. 
From this point, a 15-meter long weighted rope marked with tape at 5-me-
ter intervals was laid along the reef. A dive buoy, attached to the rope, was 
used at Mullin’s Bay and Sandy Lane as boats were prevalent in both places.  
Because the placement of the transects created a disturbance, our team 
waited five minutes to allow fish to return to the area before beginning 
data collection. One group of two observers (Team 1) assessed herbivore 
abundance and water clarity while the other group of two (Team 2) as-
sessed percent algal cover - these teams remained constant throughout all 
the observations, and the same person assessed water clarity at each site.  
While collecting data along the transect, a minimum distance of 10 meters 
was maintained between the two teams to ensure minimal disturbance for 
the fish.  Once both teams reached the end of the 15-meter rope, Team 2 
displaced the rope so that it covered the second half of the transect (15-30 
meters), and then the process explained above was repeated starting at the 
20-meter point. Data was not collected at the 0-meter and 15-meter marks, 
as pilot studies showed that setting-up the buoy and transect disturbed 
algal cover.

Data Collection - Assessing Herbivore Abundance

At each five-meter mark, both observers of Team 1 completed two 360° 
turns on themselves, the first to count the number of acanthurids visible, 
and the second to count the number of scarids visible.  All species within 
the two families were grouped together but juveniles of all of the species 
were ignored because they have been shown not to have a significant ef-
fect on algal abundance. (8) Both observers then recorded their results on 
slates with lead pencils. The number of scarids of three loosely defined and 
relative size ranges (small (~10cm), medium (~30cm), large (~50cm)) was 
recorded. Acanthurid abundance was recorded as the frequency of schools 
of 1, <10, 10-30, 30-50 individuals observed. This was done owing to acan-
thurids’ proclivity for travelling in schools and the difficulty of recording 
exact number of fish in large schools moving away quickly. For data anal-
ysis, the number of observed acanthurids in a school was converted to a 
midpoint value (<10 was converted to 5, 10-30 to 20, and 30-50 to 40). 

Data Collection - Assessing Percent Algal Cover

Percent algal cover and grazing pressure at each 5-meter point along tran-
sects was estimated with a one square foot (929.03 cm2) quadrat.  The 
quadrat was placed first to the left and then to the right of the rope at each 
meter mark (ignoring the 0-meter mark).  At each position, a visual as-
sessment of the percent algal cover and number of grazer marks observed 
in the quadrat was recorded by both observers on their own slates.  This 
was done to ensure two independent assessments of each replicate. Grazer 
marks are sometimes left by scarids (but not by acanthurids), therefore the 
number of marks is an additional indication of the level of grazing pres-
sure on algae.  Grazer marks were recorded as being either absent (n/a), 

a single mark (1), few (2-9) and many (≥10).  These values were then an-
alyzed in pivot tables to assess the frequency of each category of bite in 
each site. In cases when the reef surface did not allow easy viewing of the 
quadrat, a picture was taken and later examined by both of the original 
observers. A final estimate of algal cover and number of grazer marks for 
each 5-meter point was obtained by taking the average of the independent 
assessments for each side and subsequently taking the average of the left 
and right mean value.

Data Collection - Assessing Groundwater Input into the Reef

Conductivity and salinity were assessed at each reef using a salinity meter. 
Salinity, the total concentration of all dissolved salts in water, is a strong 
contributor to conductivity, a measure of water’s capability to pass electri-
cal flow. Measurements were taken every 5 meters along the shore of each 
site, starting 20 meters before the onset of the reef and, from that point, 
continuing for 100 meters down the coast. 

Data Analysis - Statistical Analyses

Null hypotheses that algal cover and herbivorous fish abundance were in-
dependent of the reef being measured were tested using one-way analysis 
of variance (ANOVAs). Additionally, pairwise comparisons of the three 
sites were conducted using Bonferroni confidence intervals. To test our 
null hypothesis that herbivorous fish abundance negatively affects algal 
cover, we used a simple linear regression model using data combined from 
all sites. Additional linear regressions were performed to evaluate the indi-
vidual relationships of acanthurid abundance and scarid abundance versus 
algal cover both at the reef scale and across all reefs. Additionally, an anal-
ysis of covariance (ANCOVA) was used to test the effect of reef (grouping 
variable) on algal cover (response variable), while controlling for the effect 
of herbivore abundance (independent continuous co-variable).  

Mean conductivity was computed for each site in order to determine 
which site had the highest groundwater input.  Conductivity values were 
plotted respective to distance from the start of the reef (South end on the 
shore) in order to locate groundwater input (if any).  

Results and Discussion

Algal cover (ALCO) was found to be significantly different between reefs 
(ANOVA, Falco=4.107, Palco=0.0198). Similarly, mean herbivorous 
fish abundance (HAB) significantly differed between reefs (ANOVA, 
Fhab=11.6700, Phab=3.2400e-05) (Table 1).

Pairwise comparisons revealed that mean algal cover in Folkstone was 
not significantly different from Sandy Lane or Mullins Bay at α=0.05, with 
Bonferroni confidence intervals of [-2.46, 16.07] and [-13.90, 5.1]) respec-
tively. However, Sandy Lane’s mean algal cover was significantly less than 

Fig. 1. Transect selection design
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that of Mullins Bay CI[-20.97, -1.89]. Folkstone mean herbivorous fish 
abundance was found to be significantly less than Mullins Bay, CI[-2.64, 
6.02], but not significantly different from Sandy Lane, CI[-2.64, 6.02]. San-
dy Lane herbivorous fish abundance was significantly less than Mullins 
Bay CI[-12.7, -4.04].

Mean percent algal cover (Fig. 2A) was found to be the highest at Mullins 
Bay (80.51%) and the lowest at Sandy Lane (69.08%). Though total and 
mean herbivore abundance was highest at Mullins Bay (5.92) and low-
est at Sandy Lane (4.23) the most scarids were observed at the Folkestone 
Marine Reserve (Fig. 2B).  Of the 79 scarids observed, 25 were judged to 
be larger than the acanthurids observed around them. In total, around ten 
times more acanthurids were observed than scarids.   

    Simple linear regression models comparing the pooled herbivorous fish 
abundance and algal cover across all reefs indicated an insignificant rela-
tionship at all scales . More specifically, non-significant positive relation-
ships were observed between total herbivore abundance and algal cover at 
Sandy Lane and at Mullins Bay and a non-significant negative relationship 
was observed at Folkestone Marine Reserve (Table 2A).

Linear regressions comparing scarid abundance and algal cover were even 
less conclusive (Table 2B) - P values were all greater than 0.05 and the 
slopes closer to zero.  A non-significant positive relationship was observed 
between scarid abundance and algal cover for pooled sites and at the Mul-
lins Bay reef specifically. The relationship was also non-significant but 
negative for Sandy Lane and Folkstone. Comparing acanthurid abundance 
with algal cover at Sandy Lane and Mullins Bay showed a positive relation-
ship - with a very high P value, as when the two herbivore families were 

combined.  Lower P values, negative slopes and slightly higher R2 values 
were observed for the linear regressions performed at Folkestone Marine 
Reserve and pooled sites (Table 2C).

In the first ANCOVA model (with an interaction effect between reef (the 
grouping variable) and herbivore abundance (the independent continu-
ous co-variate)), herbivore abundance was not found to significantly pre-
dict algal cover at the reef scale (ANCOVA with interaction, Fhab=1.892, 
Phab=0.1726). However, algal cover significantly differed between reefs, 
which in this case could be interpreted as a significant difference in inter-
cepts between the regression lines of Folkstone, Sandy lane and Mullins 
Bay (ANCOVA, Freef=3.138, Preef=0.0485). Furthermore, no interaction be-
tween reef and herbivore abundance was found (ANCOVA, Fhab:reef=0.944, 
Phab:reef=0.3933) (Fig. 3). Therefore, on the small scale the effect of herbivore 
abundance on algal cover does not depend on the reef. These results sug-
gest that the slope of the regression lines between herbivore abundance 
and algal cover did not vary across reefs. The results of a second ANCOVA 
model (without interaction) confirmed that there was no significant differ-
ence in the slopes of the regression lines of each reef (ANCOVA without 
interaction, Fhab=1.895, Freef=3.142, Phab=0.1722, Preef=0.0482). A subse-
quent comparison of both models using a one-way ANOVA showed that 
the effect of reef and herbivore abundance on algal cover are independent 
of one another (ANOVA(mod1,mod2), F=0.9436, P=0.3933). 

Overall, the analysis shows that algal cover and herbivorous fish abun-
dance significantly differ between the three sites. However, herbivorous 
fish abundance does not significantly predict algal cover, suggesting that 
other factors may be responsible for the regulation of algal growth on these 
reefs. 
 
Bite Mark Analysis

Bite marks in the coral from scarids were observed at Folkestone, but nei-
ther at Sandy Lane nor at Mullins Bay. Out of the observations at Folke-
stone, 0 bite marks were observed 20 times, a single bite mark was ob-
served 8.5 times, 2-15 bite marks were observed 20 times, and 15+ bite 
marks were observed 11.5 times.

Table 1. Summary for ANOVA

Fig. 2. (A) Mean Algal Cover, (B) Mean Herbivore Abundance; er-
ror bars represent standard deviation by sites. If two sites have 

the same letter above them that means that their means
are not significantly different.

Table 2. Linear Regression Models – Herbivore Abundance vs. 
Algal Cover

Fig. 3. Results of the ANCOVA – Reef (REEF) was used as the 
grouping variable and is dimensionless. Herbivore abundance 
(HAB) was used as the continuous predictor and is in units of 
individual fish. Algal cover (ALCO) was used as the response vari-

able and was recorded as a percentage.
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Conductive Value Analysis

The highest mean conductivity, 56163 μS/cm, was found at Sandy Lane, 
while the lowest was recorded at Folkestone Marine Reserve, which had 
a conductivity value of 56163 μS/cm. Mullins Bay had an intermediate 
conductivity value of 56455 μS/cm. Important drops in conductivity were 
observed in front of the Bellairs Research Institute (located near the shore 
where the Folkstone reef is found), before the reef at Mullins Bay and 20 
meters after the start of the reef at Sandy Lane (Fig. 4). 

Discussion

While a negative relationship between scarid and acanthurid abundance 
and algal cover has been observed and confirmed in previous studies (12, 
16) (Table 2), only the relationship between acanthurid abundance and 
algal cover in the Folkstone Marine Reserve was found to be significant 
(P<0.05). No inferences can therefore be made from our data concerning 
whether acanthurids or scarids had a more significant impact on algal cov-
er, as neither were found to have a strong impact.  From the linear regres-
sion analysis performed, we saw that herbivore abundance does not affect 
algal cover, irrespective of the reef analyzed.

We interpret dips in conductivity values as marking sources of groundwa-
ter input into the reef.  In our study, we found groundwater input sources 
near each of our three reefs, with the most significant being that found in 
the Folkestone Marine Reserve. Since it is likely that the nutrient levels 
within the groundwater inputs at all three sites are comparable, it can be 
said that the Folkestone Marine Reserve receives the highest amount of 

Fig. 4. (A)  Folkstone Marine Reserve conductivity measure-
ments. The red boxes indicate position of landmarks relative 
to the conductivity measurements.(B) Sandy Lane conductivity 
measurements recorded along the beach. The zero point rep-
resents the starting point of the reef, and the negative values 
before it indicate groundwater measurements taken north of 
the reef. (C) Mullins Bay conductivity measurements recorded 

along the beach.

nutrient input via groundwater discharge. 

It is important to take into account the limitations of our data arising from 
the limited time of our study and the small sample size. Due to time con-
straints, we only analyzed a small number of reefs and transects at each 
reef. The small sample size reduces the power of the statistical tests used, 
making it harder to make any inference about our data. Furthermore, 
multiple factors affected the process of data collection. For example, fish 
counts as well as algal cover measurements, could be affected by differ-
ing abilities among researchers to correctly identify fish families and al-
gae. The researchers in our study had limited experience in identifying 
fish prior to this experiment. While the observers usually made similar 
fish counts in this study, additional experience in fish identification would 
likely have decreased the frequency of divergent results between individ-
uals. These factors may have resulted in higher variance across replicates, 
reducing the significance of our data. Further studies could therefore be 
done with greater replication in the number of sites and transects, and ad-
ditional training given to the people collecting data, both of which would 
act to reduce the limitations of our data 

Despite seeing a direct impact of herbivorous fish on algal cover in the 
form of grazing marks, we found in our analysis that there is no significant 
correlation between the abundance of said fish and algal cover. This sug-
gests that herbivorous fish do not have a significant effect on algal growth 
in the coral reef ecosystems of Western Barbados. However, other factors 
may be responsible for algal covers that were not addressed in our exper-
iment.

Some other factors that were not assessed but observed and could there-
fore be influential were: (1) the presence of Diadema in certain reefs; (2) 
biological interactions between fish; and (3) varying structural complexity 
of our study reefs. Many reefs across the Caribbean have yet to recover 
their Diadema populations. (9) We noticed higher numbers of Diadema 
on the Sandy Lane and Mullins Bay reefs than in Folkestone Marine Re-
serve reefs. Thus, Diadema grazing could be replacing the low grazing of 
scarids in Sandy Lane and Mullins Bay. In addition, interactions between 
fish that were not accounted for in our analysis may have had an impact on 
the data we collected. For example, damselfish (Pomacentridae) are terri-
torial, and attack other fishes entering their territories. (10) This behavior 
may have contributed to lower scarid and acanthurid sightings; however, 
we did not assess the presence of damselfish across sites in this study. Fi-
nally, structural complexity has been documented as positively affecting 
coral reef fish population density and species richness. (11) The variation 
in topography across sites could not only have contributed to varying fish 
abundances, but also affected our range of visibility. Furthermore, differ-
ences in topography may also have caused a variation in our estimates of 
algal cover across the different sites, with a flat reef surface being much 
easier to visualize than a quadrat placed on a more uneven surface, for 
example.

We interpreted all of the scarids and acanthurids as being equivalent but 
there are various reasons why that might not have been a valid assump-
tion, since both groups are of different sizes and display different feeding 
behaviors.  Firstly, roughly one third of the scarids observed were found to 
be larger than the observed acanthurids.  The relationship between scarid 
size and volume of algae consumed was found to be roughly curvilinear, 
with larger fish consuming more algae. (12) Intuitively, it makes sense that 
a similar relationship between fish size and algal biomass consumed exists 
across all herbivores. It is then reasonable to assume that scarids should not 
be considered equivalent grazers to acanthurids.  Larger scarids have also 
been shown to make deeper grazing marks and therefore change both the 
algal cover and the underlying substratum resulting in new colonization 
sites on the reef. (12) This implies that the larger scarids may play a more 
significant role in the reduction of algal cover and subsequent resurgence 
of coral than the acanthurids and smaller scarids. We recommend that fur-
ther studies investigating the effect of herbivore abundance on algal cover 
should carefully record scarid size and account for it in the analysis.

While we predicted that herbivore abundance would significantly affect 
algal cover, other ecological elements, such as eutrophication, may be used 
to help explain the variation of our results from those hypothesized. Eu-
trophication has been shown to contribute significantly to high algal cov-
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er. (13) Therefore, it is possible that the nutrient input from groundwater 
seepage is impacting the growth of algae in the coral reefs that we exam-
ined, thereby accounting in part for the high algal cover across our three 
chosen sites and potentially overshadowing the effect of herbivorous graz-
ing on algal growth. While we did not directly measure nutrient concen-
trations, our conductivity data indicated the presence of a large amount 
of groundwater input, which may have affected levels of algal cover. This 
relationship is consistent with previous research on the bottom-up effect 
of eutrophication on algal growth in coral reef ecosystems. Studies have 
determined that nutrient input has a strong effect on algal cover, both in 
Barbados as well as worldwide. (14) However, it is important to note that 
groundwater input is directly related to tidal level, as can be seen in our 
study of Folkestone Marine Reserve conductivity. (15) Consequently, our 
results could have been influenced by the variance in sampling time in 
relation to the closest high tide across sites.  We attempted to account for 
this since we observed a clear difference, but in order to avoid possibly 
over or under-compensating for this factor, salinity and conductivity val-
ues should be taken at the same time at all sites.

Conclusion

While our data does not indicate a strong relationship between algal cover 
and herbivorous fish abundance, many previous studies do demonstrate 
that a negative relationship exists between the two. It is therefore import-
ant to conduct a similar study with greater replication both within and 
across sites in order to foster a greater understanding of the relationship 
between herbivory and algal cover in Western Barbados. This additional 
knowledge of the importance of the role of herbivorous fish in Barbados 
could be used to support more ecological fishing regulations (i.e. restric-
tions on fishing of large scarids). However, in the scientific community, 
there remains a debate over whether the top-down effects of herbivory 
on algal growth are significant in comparison to the bottom-up effects of 
eutrophication. (14) Thus, further studies should be performed to quan-
tify the amount of groundwater seepage, its nutrient composition, and 
its effect on algal growth. The results of this research would then demon-
strate the importance of limiting groundwater discharge and pollution in 
Barbados. Coral reef ecosystems worldwide are expected to face further 
threats from such coastal development and climate change over the next 
few decades. It is thus crucial for conservation efforts that we understand 
these mechanisms behind algal regulation to prevent coral loss and algal 
dominance in the future.
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Scale-Invariant Adaptation in Response to 
Second-Order Electro-Sensory Stimuli in 
Weakly Electric Fish

Zhubo Zhang1, Maurice J. Chacron

Abstract

Background: Natural stimuli can range orders of magnitude, and their encoding by the brain remains a 
central issue in neuroscience. An efficient way of encoding a natural stimulus is by changing a neuron’s cod-
ing rule in tandem with changes in the stimulus. This phenomenon is called sensory adaptation. However, 
sensory adaptation creates ambiguity in the neural code, as different stimuli can produce the same neural 
response.

Methods: One way to resolve this ambiguity is to encode additional stimulus information through parallel 
channels. We performed in vivo extracellular recordings from pyramidal cells in two parallel maps, the lateral 
segment (LS) and the centro-medial segment (CMS), within the hindbrain of the weakly electric fish Aptero-
notus leptorhynchus, in response to stimuli that resemble the presence of another conspecific.

Results: We found that CMS pyramidal cells generally adapted less strongly than LS cells (p<0.05). Signal 
detection theory confirms that the lesser degree of adaptation leads to a stronger ability to disambiguate 
between two input stimuli (p<0.05). In addition, the time course of adaptation in LS strictly followed a power 
law while that of CMS followed a power law only for a certain set of stimuli.

Limitations: The design of our study allowed for a stimulus that oscillated only between two distributions. 
Further studies into the hindbrain’s ability to disambiguate the adaptive code will require confusion analysis 
of a stimulus that changes between more distributions. For confusion studies, cells in different areas can be 
compared as long as they have receptive fields in similar areas.

Conclusions: Through recording from two parallel segments of the electro-sensory system in the hindbrain, 
we observed that different segments adapted with different strengths to similar stimuli. Different amounts 
of adaptation allude to a balance between the need to preserve absolute stimulus information while simul-
taneously encoding a stimulus efficiently through adaptation.

Introduction

Our senses enable us to experience our surroundings through a multitude 
of sensations, which are then encoded by the nervous system. One of the 
most basic ways in which neurons encode information is in their firing 
rate (1), but a sensory stimulus often contains characteristics that vary 
over more orders of magnitude than the firing rate can encode. (2) For 
example, the light intensity outside on a clear winter day is much greater 
than it is indoors, and our eyes need some time to adjust when moving 
from one to the other. This adjustment highlights an efficient mechanism 
for the encoding of light intensity—adaptation. A neuron adapts to a cer-
tain stimulus by changing its coding strategy to match the current distri-
bution of the stimulus. (2) In the human visual system, adaptation is more 
complex than the adaptation of individual neurons, but this process allows 
individual neurons to encode light intensities over a wide range of magni-
tudes. Nevertheless, a problem arises with adaptability – ambiguity. Given 
a certain firing rate, the absolute value of the stimulus it encodes cannot be 
determined without additional contextual information.

There is much discussion on how the nervous system resolves this problem 
of ambiguity. In experiments on the fly visual system, Fairhall and col-
leagues (3) demonstrate that ambiguity can be fully resolved at the level of 
the individual cell. Other researchers such as Hildebrandt and colleagues 
(4) describe a circuit-level approach, where the neural circuitry establish-
es context at the beginning of a stimulus, encoding the remainder of the 
stimulus relative to it.

Our group has previously suggested a neural computation called parallel 
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coding, where distinct populations of cells encode different features of a 
stimulus. (5) We believe that parallel coding is another mechanism which 
can resolve ambiguity—while one population of neurons may adapt to 
a stimulus, another may not, thus preserving the context of a stimulus. 
Our model organism is the weakly electric fish Apteronotus leptorhyn-
chus. These fish emit an electric organ discharge (EOD) that can interfere 
with the EODs of their peers, creating amplitude modulations (AMs). (6) 
These AMs can indicate the presence of their peers, and are sensed by pe-
ripheral electroreceptors located on the surface of the fish. Afferent fibres 
from the peripheral electroreceptors trifurcate onto three parallel topo-
graphical maps in the hindbrain electrosensory lateral line lobe (ELL): the 
centro-medial (CMS), centro-lateral (CLS), and lateral (LS) segments. (7)

Previous studies have shown that pyramidal cells in these three seg-
ments process first-and second-order properties of AMs, such as mean 
and variance, respectively, relaying them to higher order areas. (5,7) Al-
though adaptation to first-order properties of electrosensory stimuli has 
been described (5), adaptation to second-order properties has not been 
characterized. Second-order properties of AMs are defined as the depth 
of modulation of interference signals, and relate to the distance between 
the fish and its peer. We will refer to the depth of modulation of an EOD 
signal as its envelope.

In this paper we compare the responses of LS and CMS cells to step chang-
es in the envelope of the AMs. We chose these areas because of their con-
trasting frequency tuning properties, acknowledging that the frequency 
response of CLS cells is intermediate of the two. (7) The frequency tuning 
of LS and CMS is due in part to the differential expression of small conduc-
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tance Ca2+ activated K+ (SK) channels in pyramidal cells (6), where high 
expression of these channels in LS cells corresponds with its high-pass 
tuning, and low expression in CMS cells corresponds with its low-pass 
tuning. Since the spike-triggered SK current is hyperpolarizing, we hy-
pothesized that the amount of adaptation of LS and CMS cells to the AM 
envelope would also follow the frequency tuning of these areas, where py-
ramidal cells in LS should adapt more than CMS pyramidal cells. Through 
peri-stimulus time histogram and signal detection analyses, we found that 
our results were consistent with this hypothesis. We also characterized the 
time courses of adaptation between these two areas and found that they 
could be modelled by a power-law decay for all frequencies in LS, and for 
frequencies up to 1 Hz in CMS.

Materials & Methods

Surgery & Recording Procedures

All procedures were approved by the McGill University Animal Care Com-
mittee. We paralysed the fish with an intramuscular injection of Tubocu-
rarine chloride pentahydrate (Sigma, 1 µg/g body weight), and respirated 
the fish at a flow rate of 10 mL/min. The fish was kept partially submerged 
in water, with the top of its head exposed. We then locally anesthetized 
the site of surgery with 2% lidocaine, removed 6 mm2 of the skin above 
the skull, and glued the skull to a metal post to stabilize it. To access the 
ELL, we first located a major vein known as T0. We then drilled a 2 mm2 
hole through the skull, above the eminentia granularis posterior that lies 
caudal to T0. (10)

We performed differential extracellular recordings from pyramidal cells in 
areas LS and CMS with Woods metal electrodes. (11) For area LS, we placed 
electrodes laterally, halfway from the junction between the cerebellum and 
eminentia granularis posterior, and rostrally, a third of the way from T0 
to the back of the brain, no more than 900 µm from the brain surface. For 
area CMS, we placed electrodes medially and caudally, halfway from T0 
to the back of the brain. These recordings were done at a depth of at least 
1200 µm. We identified pyramidal cells based on their responses to a 4 Hz 
sinusoidal search stimulus—well-isolated cells responded preferentially to 
a single phase of the stimulus. (7) The signal recorded from the electrodes 
was amplified (Model 1000 amplifier, A-M systems) and digitized at 16 bits 
and 10 kHz using a CED Power1401 and Spike2 software. (7)

Stimulus

We stimulated with a sinusoidal electric signal that superimposes with, 
and creates amplitude modulations (AMs), of the animal’s EOD. To phase-
lock our output signal with the animal’s EOD, we first recorded the EOD 
with chloridized silver electrodes placed at the head and tail. The zero 
crossings of the amplified EOD (DAM50, World Precision Instruments) 
triggered a function generator to create a sine wave at a frequency 40-50 
Hz higher than the EOD frequency (Agilent 33220A). The sine waves were 
multiplied by a waveform, described below as our “stimulus” (MT3 multi-
plier, Tucker Davis Technologies). The output was then attenuated (LAT45 
attenuator, Leader Electronics), and sent to the tank by a stimulus isolator 
(A395 linear stimulus isolator, World Precision Instruments). These sine 
waves changed the amplitude of the EOD depending on the polarity of 
the waveform. The signal was delivered via two electrodes placed 20 cm 
from the sides of the fish. A dipole was placed approximately 2 mm from 
the surface of the fish to record the signal sensed by the fish, in order to 
adjust the attenuation so that the high-low contrast of the AMs was about 
10-15%.

Although our stimuli were the EOD-triggered sine waves described above, 
we will refer to the “stimulus” as the amplitude modulations of the EOD 
resulting from the sine waves. We used three types of stimuli in our ex-
periments (see below): a 4 Hz AM, randomly modulated 5-15 Hz AMs, 
and randomly modulated 60-80 Hz AMs. We used the 4 Hz stimulus to 
test whether our cell in question responded to the stimulus, as described 
above. The randomly modulated stimuli were designed based on the fre-
quency responses of the segments of the ELL. Areas LS and CLS preferred 
higher AM frequencies between 40 and 80 Hz, while CMS responded 
maximally to frequencies below 40 Hz. (8) 

All of the stimuli were generated through MATLAB (Mathworks). The 5-15 
Hz and 60-80 Hz stimuli were composed of band-pass filtered (fourth-or-
der Butterworth), normally distributed white noise. For these, we modu-
lated the envelope, a second-order property of the AMs, by multiplying 
the signal with a square wave function that switched between high and low 
amplitude with frequencies that spanned over three orders of magnitude: 
0.05, 0.1, 0.25, 0.5, 1, 2, and 4 Hz for the 5-15 Hz and 60-80 Hz stimuli, 
and an additional 8 and 16 Hz for the 60-80 Hz stimulus. Each stimulus 
contained 15-180 cycles of the switch where, between cycles, amplitude 
modulations came from the same distribution but were uncorrelated. For 
analysis, we pooled data from both the 5-15 Hz and 60-80 Hz stimuli since 
the results were identical between the frequency ranges.

Spike Time Extraction

Data analysis was also performed in MATLAB. We first filtered the dig-
ital extracellular recording with a high-pass eighth-order Butterworth 
filter with a cut-off frequency of 0.02 Hz in order to remove low-frequen-
cy noise and isolate our spikes for extraction. We selected a time range 
that corresponded to a single stimulus trial and applied an appropriate 
threshold above the noise to capture the spike times. We then applied a 
spike selection algorithm for further isolation from noise. For each time 
the spike crossed the threshold, we took a window of 0.8 ms centered at 
the time of crossing and plotted the maximum against the minimum of 
the signal in the window. From the plot, a neuron’s action potentials were 
seen as a cluster distinctly separate from the noise, and could be selected 
and isolated. We stored the spike times as a binary sequence with each el-
ement corresponding to a bin of width equal to the sampling period of the 
digitized signal, containing 1 if there was a spike, and 0 if there was none.

Peri-Stimulus Time Histograms

We constructed peri-stimulus time histograms (PSTHs) by averaging each 
cycle of the switch from low to high variance, for each switch frequency. 
First, we divided the cycle period into a predetermined number of bins be-
tween 40 and 60. For each bin, we summed the number of spikes in time, 
within a single repeat and also across all repeats, divided by the number 
of repeats as well as the binwidth. The result was an averaged firing rate 
over time, centered on the middle of each bin. We spaced the binwidths 
logarithmically with time, to capture the fast changes in firing rate at the 
beginning of the switch in variance, and linearly with time for the creation 
of figures.  The results were identical in both binning methods. To prepare 
the PSTH for fitting, we separated the PSTH into two halves, the first be-
ing the neuron’s response during low variance, and the second being its 
response to high variance. Since the stimulus switched between high and 
low variances periodically, the rapid increase in firing rate followed by a 
decay due to adaptation when the stimulus switched to high variance was 
captured entirely within the PSTH corresponding to high variance, and 
the rapid drop in firing rate followed by an increase when the stimulus 
switched to low variance was captured within the PSTH corresponding to 
low variance.

Adaptation Strength

We quantified a cell’s adaptation strength by its change in mean firing rate 
during high envelope for the 0.1 Hz step. We pooled data for both 5-15 
Hz and 60-80 Hz carrier frequencies as there was no significant difference 
between them. To compute the firing rates, we took the difference between 
the peak firing rate during the first quarter of high envelope, and the firing 
rate just before the step down to low envelope.

Adaptation Time Course Estimation

We isolated the decay in firing rate during high envelope by discarding 
the first few bins of the PSTH, if any, that preceded the bin containing the 
maximum firing rate. If the maximum was attained on more than one bin, 
we discarded the data up to the last maximum. We then re-centered the 
PSTH in time so that the first bin corresponded to the bin with the highest 
firing rate. We fitted the time course of decay in firing rate at high envelope 
with both exponential (Eq. 3) and power law (Eq. 4) models. Before doing 
so, we first obtained two estimates of the steady-state firing rate at high 
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stimulus envelope by fitting the decay with the following models using 
MATLAB’s nlinfit function, using evenly spaced bins in the PSTH:

rexp(t)=Ae-t/τ +C,              [1] 

rpow(t)=Bt-α+D,                 [2] 

where rexp(t) and rpow(t)  are the respective firing rates for the exponential 
and power law fits, A is a normalizing constant for the exponential model, 
t is time, τ is the exponential time constant in seconds, B is a normalizing 
constant for the power law model, α is the power law constant, and C and 
D are the respective estimated steady-state firing rates for the exponential 
and power law models.

After obtaining estimates of the steady-state firing rate, we created dupli-
cate PSTHs with logarithmically spaced bins, and subtracted the steady-
state estimates obtained from both the above models separately. We then 
normalized each PSTH with respect to the maximum firing rate, and again 
fitted the normalized data with the following corresponding models:

rexp(t)=Ae-t/τ,                  [3] 

rpow(t)=Bt-α,                   [4] 

where rexp(t) and rpow(t) are now the normalized respective firing rates for 
the exponential and power law fits, A is the new normalizing constant for 
the exponential model, τ is the normalized time constant in seconds, B is 
the new power law normalizing constant, and α is the normalized power 
law constant.

Receiver-Operator Characteristic Curves

We quantified the ability of a neuron to distinguish between high and low 
variance through receiver-operating characteristic (ROC) analysis of a 
neuron’s firing rate. We computed the probability distributions of firing 
rate for a single cell over the course of a 0.1 Hz switch by separating the 
time course into 500 ms bins, computing the firing rate during each bin 
over each repetition, and creating a histogram of those rates. To compute 
the ability to discriminate an input envelope, we set the distribution of 
firing rates just before the step up to high envelope as the “false” detection 
and the distribution at another point in time as the “correct” detection. Us-
ing a moving threshold, we computed the probability of correct detection 
and of false alarm as the area under their respective distributions above 
the threshold during high envelope, and below the threshold during low 
envelope. We created ROC curves from these probabilities and quantified 
discriminability as the area under this curve, where a value of 1 means the 
cell can discriminate perfectly and 0.5 means that the cell cannot discrim-
inate at all.

To compute the average discriminability of LS cells and CMS cells, we nor-
malized the firing rate probability distributions for each cell with respect 
to the reference distribution taken from just before the onset of high vari-
ance, setting the mean of that distribution to zero and scaling all other val-
ues by the standard deviation of the reference. This normalization allowed 
us to compare firing rate histograms between cells. We computed the ROC 
curve of each cell separately from these distributions. To compute the av-
erage ROC curve, we first rotated all points of the curve clockwise by π/4 
radians. We binned the interval [0, √2] into 7 bins, set the “centre” of each 
bin as the average abscissa value of the points contained in the bin, the 
mean of the ROC curve as the mean of the ordinate values in that bin, 
and the 95% confidence intervals of the ROC curve as the 95% confidence 
intervals of those same ordinate values. These points were then rotated 
counter-clockwise π/4 radians back to the ROC-style orientation.

Results

We obtained extracellular recordings from 45 pyramidal cells in LS and 32 
cells in CMS of the ELL of A. leptorhynchus while we played electrosen-
sory stimuli that mimicked interference signals, or AMs, that are present 
in the presence of another peer (Fig. 1A, blue and green). We periodically 

switched the depth of modulation, or envelope, of these AMs to simulate 
different distances between our fish and the mimicked conspecific. Since 
electromagnetic effects are stronger at closer distances, two fish in close 
proximity would create AMs with high envelope, and two fish further 
away lead to AMs with lower envelope. Fig. 1B shows sample responses 
from LS and CMS cells in response to three repeats for a switching fre-
quency of 0.1 Hz.

Since pyramidal cells in the ELL preferentially respond to specific phases 
of AMs (8), by averaging over multiple repeats of a high-low modulation 
cycle we can obtain an averaged PSTH of a cell in response to envelope 
even when the underlying AMs are uncorrelated. The phase preference of 

Fig. 1. (A) Schematic of experiment. Electrodes to the side of 
the fish send sinusoidal stimuli, superimposing with the fish’s 
electric field (bottom right, grey) to create amplitude modula-
tions (bottom right, black). The envelope of the stimulus’s am-
plitude modulations change periodically with time. Extracellular 
recordings were taken from two areas of the hindbrain known 
to respond to these modulations, LS and CMS (left). (B) Sample 
responses of LS and CMS neurons to a stimulus whose envelope 

(top) steps from low to high with a period of 10 seconds.

Fig. 2. (A) Averaged PSTH from an LS neuron in response to the 
stimulus described in Figure 1B. The binwidth used is 500 mil-
liseconds. We define the adaptation strength for each neuron 
as the difference between the firing rates at the beginning and 
end of high envelope. (B) Sample response from a CMS neuron 
(binwidth 500 ms). (C) Changes in firing rates from sample pop-
ulations in CMS (n=32) are significantly lower than those from 
LS (n=32, p=0.0377, one-way ANOVA). Black indicates the means 

and standard error of the means.
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ELL cells can be grouped into two categories: I-cells that prefer the falling 
phase of a cycle and E-cells that prefer the rising phase. Since we found 
no significant difference between the responses of the two types of cells 
(p>0.15 for cells in either segment, in terms of adaptation strength and 
area under ROC curve), we grouped them together in the presentation of 
these results. Figs. 2A and 2B show two sample responses from neurons 
in LS and CMS, respectively. In response to an increase in envelope, both 
neurons increase their firing rates. However, the LS neuron depicted in Fig. 
2A decreases its firing rate over the course of high envelope, suggesting 
that that neuron adapts. The CMS neuron in Fig. 2B does not noticeably 
adapt in the same manner. We computed the change in firing rate from the 
peak to the last bin of the PSTH at high envelope to create a measure of 
adaptation. Fig. 2C shows aggregate adaptation strengths obtained in this 
manner. Overall, CMS cells on average maintained their firing rate during 
high envelope more so than LS cells (p<0.05, one-way ANOVA). However, 
we note that there is a large degree of heterogeneity in adaptation respons-
es, with a smaller number of LS cells and a larger number of CMS cells that 
do not adapt a considerable amount.

In terms of adaptation, previous experimenters (3, 9-11) have report-
ed that the time course of adaptation resembles a power-law relation 
rather than an exponential relation with time. We hypothesized that a 
power-law relation could also describe the time course of ELL pyrami-
dal cell firing rate adaptation in response to changes in envelope. One 
of the hallmarks of power-law spike frequency adaptation is that the de-
cay is self-similar over different timescales (12), whereas the exponen-
tial model of adaptation has a single characteristic timescale and is not 

self-similar over different timescales. We fitted both exponential and pow-
er-law models to the decay in the PSTH in response to changes in envelope 
over frequencies spanning from 0.05 Hz to 16 Hz. In LS, we found that 
both models fit very well over a wide range of frequencies (Fig. 3A). How-
ever, the time constants of our exponential fits (τ in e-t/τ) were dependent 
on frequency of switch presented, whereas the power law constants (α in 
t-α) were independent. This held for both single cells (Fig. 3A-C) and the 
LS sample population (Fig. 3D and 3E), there was a correlation between 
frequency and time constant of adaptation (r=-0.317, p<10-5) whereas no 
correlation was found between frequency and power law constant (r=-
0.004, p>0.95).

Compared with the LS pyramidal cells, the CMS pyramidal cells adapt less 
to changes in envelope. Therefore, the exponential and power law fits have 
much more error (Fig. 4A-C). However, the exponential time constant of 
decay still depends on the frequency of envelope steps both at the individ-
ual cell level (Fig. 4B) and across the CMS sample population (Fig. 4D). 
Estimates for the power law constant of decay is independent of envelope 
step frequencies up to 1 Hz (r=0.0498, p>0.5). However, there is a slight 
positive correlation when considering envelope frequencies above 1 Hz 
(Fig. 4E, r=0.213, p<0.05).

Due to the long duration of some of our stimuli, we considered habitua-
tion affecting adaptation during and between trials. However, compari-
sons of the first 30 to the last 30 repeats of the 0.1 Hz stimulus, our longest 
stimulus at thirty minutes, revealed no significant differences in the time 
course response. Additionally, the order of stimuli presented were shuffled 
randomly for each cell that we recorded from a single fish.

To quantify changes in ambiguity as a result of adaptation, we constructed 

Fig. 3. Exponential and power law fits for LS. (A) Comparison of 
the decay in firing rate a sample LS cell for three different fre-
quencies of the switch from low to high envelope. We fitted 
each response with exponential (dark grey) and power-law 
(black) functions. (B) Exponential time constants for the fits in 
A, with error bars as 95% confidence intervals. (C) Power-law 
exponents for the fits in A, with 95% confidence intervals. (D) 
Time constants of the LS sample population (n=45) as a function 
of frequency. The axes are logarithmic scale. The solid line is a 
linear regression fit of the data, the slope of which is significantly 
different from zero (p<10-5). (E) Power law coefficients of the LS 
sample population, with a line indicating a linear regression fit. 

The slope here is not different from zero (p>0.9).

Fig. 4. (A-C) Same format as Figure 3 for CMS. CMS neurons 
respond weaker than LS neurons to envelope, and adapt less, 
hence the large error bars that overlap across zero in panels B 
and C. (D) Time constants for CMS sample population (n=32) 
with regression fits for frequencies from 0.05 Hz to 1 Hz (grey) 
and 0.05 Hz to 8 Hz (black). For both frequency ranges, the 
slopes are significant (p<10-4). (E) Power law constants with lin-
ear fits for frequencies up to 1 Hz (grey) and up to 8 Hz (black). 
The slope for the fit incorporating frequencies from 0.05 Hz to 1 

Hz is not significant (p>0.5).
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ROC curves based on the trial-by-trial firing rates of each cell and com-
puted the area under the curves during the course of the 0.1 Hz low-high 
step in envelope. We took a reference distribution from the distribution 
of firing rates just before the step up to high envelope, and compared that 
distribution with the firing rate distributions just after the step up to high 
envelope and again five seconds later (Figs. 5A,B and 6A,B). We calculated 
the amount of ambiguity of a cell as the area under the ROC curve at those 
times (Figs. 5C,D and 6C,D). In both LS and CMS cells, the area under 
the ROC curve is highest at the onset of high envelope, and decreases as a 
result of adaptation (Figs. 5E-G, 6E-G). While the steady-state ambiguity 
at 5 seconds is not significantly different between LS and CMS (p>0.8), the 
drop in the area under the curve across 5 seconds is significantly greater in 
LS than CMS (Fig. 6G, inset).

Discussion

We investigated the responses of neurons in two segments of the electro-
sensory hindbrain to changes in second-order properties of naturalistic 
stimuli and found that generally, these neurons adapted to second-order 
properties, and the degree of adaptation varied between different areas of 
the hindbrain. Additionally, our results suggest that the time course of ad-
aptation does not follow a single-timescale exponential decay in the seg-

ments sampled. Instead, the two segments adapted differently: one whose 
time course follows a power law, and another that only resembles a power 
law for lower frequencies.

The differential expression of SK channels between the segments of the 
ELL can in part explain the differences in adaptation between the seg-
ments. A combination of adapting and non-adapting cells could be a solu-
tion to the issue of ambiguity—while non-adapting cells encode the con-
text of a stimulus, adapting cells could code for information relative to that 
context. Higher expression of SK channels in area LS could also contribute 
to power law adaptation to changes in envelope. Since increases in Ca2+ 
are associated with increases in synaptic activity, frequent high envelopes 
during fast high-low cycle lengths increase the build-up of Ca2+, SK chan-
nel activation, and, consequently, adaptation. At longer cycle lengths, the 
long duration of low envelopes decreases pyramidal cell firing, decreasing 
the build-up of Ca2+ and leading to slower adaptive processes during high 
envelope. This scaling of the adaptation time course with the cycle length 
of the switch could lead to the scale-invariant characteristic of a power-law 
decay.

One of the advantages of power law adaptation is that it has the potential 
to whiten the frequency content of a stimulus. (11) A major theme of neu-
ral coding is the decorrelation of input signals between cells, eliminating 
redundant coding of information and increasing the efficiency of a neural 
network. (13) Given an input with a non-white frequency content, power 
law adaptation has the potential to tune an individual neural response to 
equally represent all input frequencies of the stimulus, maximizing infor-
mation transfer. (2)

Although the time constants of adaptation in areas CMS and LS vary 
with the frequency of changes in envelope, the power law constants vary 
in CMS neurons as well, at least over the range of envelope frequencies 

Fig. 5. (A) PSTH for the neuron in Figure 2A displaying the vari-
ability of firing rates over each repetition. Dashed lines indicate 
one standard deviation from the mean. (B) Distribution of firing 
rates for three sections of the PSTH highlighted in A. (C) ROC 
curves for the distributions at the beginning (black) and end 
(grey) of high envelope in comparison to end of low envelope. 
(D) Areas under the ROC curve across the PSTH in comparison to 
the end of low envelope. (E) Averaged distributions for the bins 
highlighted in A across LS sample population (n=32). (F) Aver-
aged ROC curves corresponding to those in C. (G) Averaged area 
under the ROC curve throughout the entire high-low envelope 
cycle for LS population. The grey shading in E-G indicate the 

standard errors of the means.

Fig. 6. (A-G) Same format as Figure 5 for CMS population (n=32). 
(G, inset) Change in area under ROC curve for LS is significantly 

greater than that of CMS (p<0.05, one-way ANOVA).
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presented. This dependence of the power law constant with frequency in 
CMS neurons is not present for frequencies up to 1 Hz, suggesting two 
different mechanisms for envelope processing in the CMS. The low-pass 
frequency tuning of CMS to envelopes, as suggested by its low amount 
of adaptation, could render high envelope frequencies (>1 Hz) irrelevant, 
since these higher envelope frequencies begin to overlap with possible 
AMs from other fish. We reason that CMS neurons preferentially respond 
to envelopes of low frequencies indicative of the presence and movement 
of another fish. In comparison, the frequency tuning of LS to first-order 
AMs is high-pass (8), allowing more second-order envelope frequencies to 
be represented in that area.

In our framework of parallel coding, the slowly-adapting CMS cells could 
serve as a channel to keep track of absolute stimulus features, while the 
faster-adapting LS cells could allow for encoding of relative stimulus fea-
tures. One limitation of this model was that there was still a heterogeneity 
in adaptation in the CMS, where some cells adapted more than others. 
However, some CMS and even  LS cells did not adapt at all, and it could be 
that these non-adapting cells are the true channels for absolute stimulus 
information. Further studies investigating adaptation among the different 
populations of LS and CMS pyramidal cells may reveal the different chan-
nels available to disambiguate information provided by spike frequency 
adaptation.
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Preserved Vestibular Function in Mice with 
Loss of α-9 Subunit of the α-9/10 Nicotinic 
Acetylcholine Receptor (α-9/10 nAChR)

Jesse Mendoza1,2,3,5,6, Francis Grafton2,4,5,6, Amy Shan Wong2, Kathleen Cullen5

Abstract

Background: The α-9/10 nicotinic acetylcholine receptor is known to be the primary channel through which 
both vestibular and auditory efferents mediate the inhibition of their respective peripheral hair cells and 
afferents. With respect to the auditory system, the deletion of the α-9 subunit results in abnormalities in the 
development of properly functioning cochlear hair cells. Given the high degree of similarity between the au-
ditory and the vestibular systems, we hypothesize that α-9 knockout mice should have impaired vestibular 
hair cell development and consequently compromised vestibular-mediated functions.

Methods: In order to characterize vestibular function in α-9 knockout alert mice, we quantified the vestibu-
lo-ocular reflex (VOR) through both gain and phase. Additionally, the optokinetic nystagmus (OKN) was sim-
ilarly assessed as a control. VOR in light (VORl) was also quantified to further evaluate VOR and OKN efficacy. 
Furthermore, as information from the vestibular system mediates postural regulation and head stabilization, 
we assessed these properties through rotor rod and balance beam paradigms.

Results: Surprisingly, the loss of the α-9 subunit in knockout mice did not result in any attenuation in VOR 
gain nor deviations in phase compared to wild type. OKN and VORl’s gain and phase values remain similarly 
unchanged, confirming preserved function within the vestibular nucleus. Descending vestibulospinal infor-
mation seems to be unaltered as well, as no significant difference was observed in postural testing.

Limitations: The α-9 knockout mice used specifically had exon 1 and exon 2 of the α-9 gene targeted, which 
could potentially limit generalizability. Also, frequencies greater than 3Hz were not tested.

Conclusions: Our findings demonstrate that α-9 knockout mice still maintain normal vestibular function. 

Introduction

The vestibular system plays a fundamental role in the maintenance of pos-
ture, the stabilization of gaze, and our innate ability to sense self-motion. 
The physiological basis of this system is two distinct categories of sensory 
organs within the inner ear: the semicircular canals, which detect angular 
acceleration of the head, and the otoliths, which detect linear acceleration 
of the head. (1) Within these sensors, there are two types of vestibular hair 
cells: Type I and Type II. While the two types vary by morphology and 
afferent innervation, they both synapse onto primary vestibular afferents 
which project to neurons within the vestibular nuclei. The vestibular neu-
rons innervate the abducens nucleus which then project onto oculomotor 
neurons, prompting eye movements that are involved in the vestibulo-oc-
ular reflex. (2) The vestibulo-ocular reflex (VOR) stabilizes gaze in the 
presence of head movement by producing equal and opposite eye rotations 
to that of the head rotation, preserving image location in the center of the 
visual receptive field. Due to its simplicity and response properties, the 
VOR is often used as a method to test the functionality of the vestibular 
system in various species. Additionally, the vestibular nuclei project onto 
the spinal cord, where they mediate postural stabilization and higher order 
centers. (3)

The efferent vestibular system (EVS) is composed of neurons that synapse 
directly onto multiple hair cells and/or primary vestibular afferents in the 
vestibular end organs. (4-5) While many neuromodulators regulate the 
vestibular efferent system, acetylcholine is the primary neurotransmitter 
of this system. (3) Activation of the α-9/10 nicotinic acetylcholine receptor 
(nAChR) in both the auditory and vestibular systems provides a means of 
efferent mediated inhibition. When activated, the α-9/10 nAchR allows a 
transient influx of calcium followed by a coupling to the SK channel, caus-
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ing an efflux of potassium which then hyperpolarizes the cell. This hyper-
polarization reduces further calcium influx and thus inhibits the release 
of glutamate onto afferents, causing overall cellular inhibition. (6-8) Many 
parallels are often drawn between the vestibular and auditory systems; it 
has been postulated that the auditory system evolved from the vestibular 
system. (9) As such, cross-system inferences can act as initial directives 
for determining potentially functional components in either system. To 
understand the role of the α-9/10 nAChR subunits in the auditory system, 
Johnson (10) tested transgenic mice which lacked the α-9 nAChR subunit 
gene in inner hair cells (IHCs). Evaluating the sensitivity of calcium influx 
through whole cell voltage-clamp recordings, measuring calcium current, 
and determining changes in cellular membrane capacitance showed that 
the IHCs of α-9 knockout mice exhibited dependence similar to that of 
immature IHCs. This is indicative of a lack of normal maturation of the 
synaptic machinery. Inner hair cells were unable to respond to the inhib-
itory efferent input in the absence of the α-9 subunit, a direct result of the 
failure in development of the auditory efferent system. While the α-9/10 
nAchR is known to play an important role in the auditory and vestibular 
efferent system, specifically in the IHCs, little is known about whether or 
how the loss of the α-9 subunit influences overall vestibular function. 

To that end, we assess the functional role of the α-9 subunit of the α-9/10 
nAchR using the α-9 null mouse strain. We first characterized the VOR 
and found no significant attenuation of VOR gain or phase in the α-9 
knockouts relative to wild type. Behavioral assays further demonstrated no 
significant difference in postural regulation between the α-9 knockout and 
the α-9 wild type mice. To assess the functionality of downstream inner-
vations within the vestibular nuclei, we characterized the optokinetic nys-
tagmus (OKN) response – a visually driven eye movement which works 
in conjunction with the VOR to stabilize gaze by producing eye motion in 
the same direction as visual motion. No significant deficit was found. Our 
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the goal position. This was repeated 5 times with 1 minute rest periods in 
between.

Analysis

MATLAB by Mathworks was used to analyze all data. Least-square opti-
mization (13) determined the VOR and OKN gains and phases, plotted as 
mean ± standard deviation (SD) against all frequencies for all mice. For 
each rotor rod trial, the time at which the mouse fell from the rod was 
recorded. If the mouse resisted falling by grasping onto the rod, this was 
considered a failure and time was noted. The mean times ± SD were then 
plotted. Traversal time of the balance beam was recorded for each trial and 
mean times ± SD were plotted. To determine the statistical significance 
between the wild type and null knockout mouse a two-way ANOVA test 
with Bonferroni post hoc tests was used. 

Results

α-9 Knockouts Demonstrate Unaltered VORd, OKN, and VOR1 Response 
Dynamics

In our study, we subjected both α-9 control and α-9 knockout mice to 
three conditions: VORd (whole body rotation in darkness (Fig. 1A)), OKN 
(rotation of optokinetic drum with stationary mouse (Fig. 2A)), and VORl 
(whole body rotation in a lit environment with the optokinetic drum held 
stationary (Fig. 3A)). As the majority of head movements of mice during 

results suggest that vestibular efficacy is maintained even after removal of 
the α-9 subunit of the α-9/10 nAchR.

Methods

Animals

The α-9 wild-type (+/+) and knockout (-/-) transgenic mice used in this 
study were generously provided by the laboratory of Dr. Barbara Morley 
of Boys Town National Research Hospital. These mice were created by tar-
geting exon 1 and 2 of the α-9 gene. The mice were then shipped to McGill 
University for eye movement and vestibular testing. A total of 16 mice 
were used, aged 5-6 months: 9 α-9 knockouts (5 female, 4 male) and 7 α-9 
wild type (4 female, 3 male). The McGill University Animal Care Com-
mittee approved the use and care of the animals in accordance with the 
Canadian Council on Animal Care. 

Head Post Surgery

An aluminum head post was constructed to accommodate head restraint 
during eye recordings. Mice were anesthetized with an intraperitoneal in-
jection of ketamine (100 mg/mL), xylazine (20 mg/mL), and acepromazine 
(10 mg/mL) in sterile isotonic saline. Once anesthetized, mice were given 
an analgesic subcutaneous injection of carprofen (concentration: 4 mg/ml; 
dosage: 5 µL/g) prior to surgery.  An incision was made and the skin was 
held back to expose the skull. An aluminum head post was secured to the 
skull using methods described by Muniak et al. (11) The incision was then 
sutured closed and Polysporin was applied to prevent infection. To pre-
vent hypothermia and dehydration throughout surgery, a heating pad was 
placed underneath the mice and subcutaneous injections of isotonic saline 
(dosage: 0.2-0.5mL/10g body weight) were given when necessary. Analge-
sic injections of carprofen (concentration: 4 mg/mL; dosage: 5 µL/g) were 
given every 24 hours during the next 24-48 hours of recovery.

Eye Movement Data Acquisition

Mice were briefly anesthetized using gas isoflourane in order to restrain 
them in a plexiglass tube. Their heads were secured by screws in the sur-
gically attached head post and pitched at ~30° to align the semicircular 
canals with the horizontal plane. Once alert, each animal was then placed 
onto the center of the turntable, concentric with the drum, and secured 
(Fig.1). Eye movement data was recorded using an infrared video system 
(ISCAN). Head velocity was recorded using an angular velocity sensor. 
All signals were combined in REX (Real-Time Executive), a QNX-based 
(Unix-like operating system) real-time data acquisition system. (12) OKN 
eye movement responses were evoked by sinusoidal rotations of a drum 
placed around the turntable at frequencies 0.1, 0.2, 0.4, 0.8, 1, 2, and 3 Hz 
with peak velocities of both ±8°/s and ±16°/s. High contrast stripes (5°) 
were placed on the inside of the drum to ensure a response. To record 
VOR, the turntable was rotated at sinusoidal frequencies 0.1, 0.2, 0.4, 0.8, 
1, 2, and 3 Hz with peak velocities of both ±8°/s and ±16°/s in both the 
light and dark. In the light condition, the drum remained stationary, while 
in the dark condition both the drum and turntable rotated in phase. 

Postural Data Acquisition

For the rotor rod task, mice were trained with trials of 5, 10, and 20 rpm 
for 120 seconds each, with 15 minutes rest periods between trials and a 1 
minute acclimation period. Mice were allowed to acclimate for 5 minutes 
on the rotor rod during training and test trials. For each test trial, the rotor 
rod was programmed to accelerate from 4 rpm to 40 rpm with a ramp of 
300 seconds, the maximum duration of the test. 3 trials were performed 
each day for 3 consecutive days.

For the balance beam task, a beam one meter in length and 14 mm in 
diameter, inclined 52.5-88.3 cm above the ground, was used. The mouse 
was held in a cardboard box at the end of the beam to acclimate to the goal 
location. During training, the mouse was placed directly outside of the 
box on the beam and allowed to walk in. A reward period of 1 minute was 
given after the mouse had reached the box. Once the mouse was trained, 
it was placed 60 cm away from the box and allowed to move across to 

Fig. 1. Characterization of VORd. α-9 (-/-) mice demonstrate 
normal VORd at peak velocities of 16 deg/s and 8 deg/s. (A) 
Schematic of recording set-up for VORd stimulation; movement 
of turntable and drum. (B, C) VORd gain and phase (mean±SD) 
plotted as a function of frequency for α-9 (+/+) (n=7) and α-9 

(-/-) (n=8).  
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exploration have component frequencies less than 4 Hz, (13) all sinusoi-
dal rotations were done at frequencies within this physiologically relevant 
range (0.1 Hz to 3 Hz). Furthermore, each condition was tested using peak 
angular velocities of 8°/s and 16°/s in order to evaluate any potential non-
linearity in response differences between the strains.

Figures 1B, C depict the Bode plots for gain and phase respectively during 
the VORd condition. In accordance with previous characterizations, wild-
type mice experience an increase in VOR gain with an increase in rotation 
frequency (Fig. 1B). For stimuli with peak velocity of 8°/s, the recorded 
gains ranged from 0.146±0.045 at 0.1 Hz to 1.014±0.143 at 3 Hz, and for 
16°/s, gains ranged from 0.201±0.079 at 0.1Hz to 1.069±0.243 at 3 Hz. 
Additionally, phase decreases as a function of frequency (Fig. 1C), such 
that the VORd initially leads with respect to the head velocity at lower 
frequencies and has a higher degree of compensation for higher frequen-
cies. Surprisingly, knockout mice experience no attenuation in VORd gain 
compared to controls under the same peak velocity condition, as their gain 
values did not significantly differ across any frequencies (Fig. 1B; p > 0.05). 
Furthermore, knockout mice did not significantly differ from controls 
with respect to phase at all frequencies tested (Fig. 1C; p > 0.05).

In order to control for the possibility of the genetic mutation disrupting 
neural function elsewhere in the processing stream from the vestibular 
afferents within the VOR pathway, the dynamics of the optokinetic nys-
tagmus (OKN) were assessed. The OKN pathway converges with the VOR 
pathway at the level of the vestibular nuclei; it is important to discount any 

alterations in OKN efficacy. Figures 2B, C represent the Bode plots for gain 
and phase respectively during the OKN condition. Comparing knockout 
mice to wild-type mice, differences in values for gain and phase across all 
frequencies in a given peak velocity condition were non-significant (Fig. 
2B, c; p > 0.05). Both knockout mice and wild-type mice demonstrate the 
general OKN trend in which gain decreases with increased frequency of 
the stimulus (Fig. 2B) and initial compensatory eye movement at low fre-
quencies begins to lag with respect to the velocity stimulus at higher fre-
quencies (Fig. 2C).

To further evaluate VOR and OKN efficacy, VOR was quantified in a lit en-
vironment (VORl). VORl represents a compound response of both OKN 
and VOR, where at lower frequencies OKN compensation dominates and 
at higher frequencies VOR compensates for the head motion. As VORd 
and OKN were not significantly altered between the two strains, we pre-
dicted that there should be no attenuation in VORl response. Figures 3B, 
C are the Bode plots for gain and phase respectively during the VORl con-
dition. In accordance with our hypothesis, both knockout and wild-type 
mice show a general trend of near-perfect gain regardless of frequency and 
no significant difference in gain values across all frequencies in a given 
peak velocity condition (Fig. 3B; p > 0.05). In addition, phase values were 
non-significant between both mice strains across all frequencies in a given 
peak velocity condition (Fig. 3C; p > 0.05), where the eye movement re-
mained compensatory throughout all frequencies.

Fig. 2.  Characterization of OKN. α-9 (-/-) mice demonstrate nor-
mal OKN at peak velocities of 16 deg/s and 8 deg/s. (A) Schemat-
ic of recording set-up for VORd stimulation; movement of drum 
only. (B, C) OKN gain and phase (mean±SD) plotted as a function 

of frequency for α-9 (+/+) (n=7) and α-9 (-/-) (n=8).  

Fig. 3. Characterization of VORl. α-9 (-/-) mice demonstrate nor-
mal VORd at peak velocities of 16 deg/s and 8 deg/s. (A) Sche-
matic of recording set-up for VORl stimulation; movement of 
turntable only. (B, C) VORl gain and phase (mean±SD) plotted 
as a function of frequency for α-9 (+/+) (n=7) and α-9 (-/-) (n=8).                
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Within the auditory system, α-9/10 nAchRs have been shown to potential-
ly influence synaptic strength through transient synapses and prevent de-
terioration of auditory hair cells by mediating auditory efferent signaling. 
(23, 27) Specifically, the α-9 subunit appears to play a functional role in 
auditory hair cell maturation by influencing gene expression during devel-
opment. (10, 28) These findings suggest a potential role for the α-9 subunit 
in vestibular end organ development through vestibular efferent signaling. 
(29-32) Further supporting this proposition, the vestibular efferent system 
briefly synapses with Type I hair cells, similar to the transient synapses in 
the auditory system. These transient vestibular synapses are seen in early 
stages of development in mammals before calyces have formed and thus 
make direct contact with Type I hair cells. (33) However, our study sug-
gests that the α-9 subunit is not necessary for normal vestibular function, 
since α-9 knockout mice and α-9 wild-type control mice did not signifi-
cantly differ in VOR gain or postural regulation.

The result of this study is surprising given that the α-9 subunit acts in cells 
that are the initial step in the processing of vestibular information and yet 
the system is unchanged in its absence. It can therefore be asked whether 
the α-9 subunit has any fundamental relevance to vestibular end organ 
development. We first consider that stimulation of the vestibular efferents 
in mammals produce almost exclusively excitation within the semicircular 
canal afferents. (22, 34-35) This suggests that a majority of the action from 
efferents is excitatory within mammals. Efferent-mediated excitation oc-
curs through signaling of α4/β2 nAchR for the fast component of the exci-
tation, (34-37) and potentially through muscarinic acetylcholine receptors 
for the slow component of the excitation. (38-39) As noted, α-9/10 nAchR 

Postural Regulation and Balancing Capabilities Preserved in α-9 Knock-
out Mutants

The vestibular system’s projections from the vestibular nuclei to the spi-
nal cord, descending via the vestibulospinal tracts, provide necessary in-
formation for both head stabilization (14-16) and balancing through re-
flexive control of the limbs. (17) Should the α-9 knockout impair normal 
development of vestibular hair cells, the neurons of the vestibular nuclei 
would receive distorted signals from the primary vestibular afferents and 
we would consequently anticipate abnormal motor behaviours when the 
subject attempts to balance or stabilize their head position. In order to 
assess the presence of such impairments, we chose to use two paradigms: 
the balance beam and accelerating rotor rod, both of which are common in 
evaluating balance and defective motor skill in mice. (18-19)
Both the control wild-type mice and α-9 knockout mutant mice were sub-
ject to an initial training period of rotor rod testing, in which the angular 
velocity remained constant for a given trial but increased with subsequent 
trials, and a 3-day testing period with accelerating rotations (Fig. 4A). 
Comparing time to fall averaged across trials conducted on a given day 
(Fig. 4B), α-9 knockout and control wild-type mice did not significant-
ly differ on any given day (Fig. 4b; p > 0.05). The balance beam test was 
performed on both wild-type and knockout mice, where the time taken 
to traverse the beam in order to reach a goal platform was measured. The 
knockout mice did not differ significantly from the wild-type controls in 
any of the trials (Fig. 4C).

Discussion

In this study, we demonstrated that mice with a deletion of the α-9 gene 
display normal vestibular function. We hypothesized that the loss of the 
α-9 subunit used in vestibular efferent signaling would result in deficits in 
the development of vestibular hair cells and consequently alter the infor-
mation transmitted by vestibular afferents, disrupting normal vestibular 
functions. However, characteristic features of the VOR, such as gain and 
phase, did not significantly differ between α-9 knockout null mutants and 
α-9 wild type specimens. Additionally, the lack of significant differences 
in OKN response dynamics confirmed that loss of the α-9 gene has no 
effect downstream of the afferents within the VOR pathway, specifically on 
neurons in the vestibular nuclei. Furthermore, the rotor rod and balance 
beam paradigms suggest that vestibular postural control pathways remain 
functional despite the absence of the α-9 gene.

The α-9 subunit and EVS function

It is well established that acetylcholine is the main neurotransmitter re-
leased by the efferent vestibular system (EVS) onto peripheral vestibular 
targets. (3, 20-21) Though EVS’s pattern of innervation is species-depen-
dent, (3, 22) birds, reptiles, and mammals exhibit efferent innervation onto 
bouton and calyx vestibular afferents, type II hair cells, and transient in-
teractions with type I hair cells. The α-9 subunit investigated in this study 
plays a functional role within the α-9/10 nicotinic acetylcholine receptor, 
which mediates efferent inhibition. (22-23) Despite detailed knowledge of 
the circuitry, the function of the EVS is still the object of contention. Of-
ten, the auditory efferent system is used as a means of comparison when 
considering the function of the EVS due to the similarities between the 
systems and the known functional role of the auditory efferent system.

A recent demonstration of such a parallel between these systems is their 
mutual reliance on the neurotransmitter calcitonin gene-related peptide 
(CGRP) for efferent signaling. The lateral olivocochlear (LOC) subdivision 
of the auditory efferent system innervates cochlear afferents and signals 
using CGRP, ACh, and gamma-aminobutyric acid (GABA). (24) While 
the loss of the α isoform of the CGRP gene   does not affect the function of 
the medial olivocochlear (MOC) efferent subdivision, which is involved in 
preventing acoustic trauma from injuring the cochlea, (25) it does result 
in a large attenuation of nerve activity in the auditory system. Similarly, 
CGRP is also involved in efferent signaling in the vestibular system. It has 
been shown that the loss of αCGRP results in a 50% reduction in the gain, 
but not phase, of VOR. (26)

Fig. 4.  Balance and postural regulation remain unaffected be-
tween strains for rotorod (A, B) and balance beam (C) paradigms. 
(A) Time to fall measured per trial (mean±SD) for α-9 (+/+) (n=7) 
and α-9 (-/-) (n=9). (B) Time to fall averaged across trials per day 
demonstrate non-significant difference between strains. (C) 

Time to traverse the beam unaffected by α-9 knockout. 
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signaling mediates the inhibitory effects of efferent stimulation. Given that 
this study was performed with mice, it is possible that α-9/10 nAchRs play 
a negligible role within the EVS of this animal model. 

Here we found no significant changes in vestibular function, with respect 
to both the VOR and postural responses in α-9 knockout mice. Howev-
er, studies in a different α-9 knockout mouse strain have described some 
changes in the VOR. Notably, a preliminary report has described chang-
es in the VOR time constant and quick phase generation. (40) Further, a 
second study has recently reported changes in vestibular compensation 
after unilateral labyrinthectomy in this same strain. (41) One possible ex-
planation for the discrepancy with our results is the different transgenic 
model used: we used α-9 knockout mice for which a different location 
on the α-9 gene (exons 1 and 2) was targeted. Additionally, Hübner and 
colleagues (41) tested VOR at higher frequencies and peak velocities than 
were tested in our study. Further experiments will be needed to examine 
this possibility.

Finally, the lack of vestibular impairment demonstrated in this study may 
also be the result of compensatory mechanisms that occur during develop-
ment. It has been demonstrated that transgenic mice with a removal of the 
α-9 subunit experience no difference in auditory behaviors, in both inten-
sity discrimination and the psychophysical threshold for the detection of 
tone, when compared to a control strain. (42-43) The possibility arises that 
similar central and/or peripheral systems could potentially be compensat-
ing for such a mutation in the vestibular system as in the auditory system. 
Thus, any conclusions made on lack of deficits in the vestibular system 
due to the removal of the α-9 subunit must take such compensation into 
consideration. If future studies demonstrate a lack of abnormalities in the 
circuitry connecting efferents with vestibular hair cells, it is still possible 
that compensatory mechanisms are negating developmental effects due to 
the deletion of the α-9 subunit. The existence of other neurotrophic fac-
tors that may be acting as functional mediators in proper efferent targeting 
could potentially account for such compensation. To further determine 
whether the α-9/10 nAchR has a functional role in vestibular end organ 
development, characterizations of possible compensatory mechanisms as 
well as any morphological and physiological consequences of a deletion of 
the α-9 subunit on vestibular hair are required. 
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Reduction in Noise Correlation is Associated 
with Improved Behavioural Performance

Moushumi Nath1, Xinwen Zhu2

Abstract

Background: Visual perception constitutes the dominant method by which we process our environment, yet 
the neuronal substrates that underlie visual perception in the brain are not well understood. Noise correla-
tion, defined as the correlation in non-stimulus evoked activity between neurons, has been shown to impact 
both encoding and decoding processes of visual stimuli. We wanted to determine whether changes in noise 
correlation can predict behavioural performance in a coherent motion-detection task. 

Methods: Two macaque monkeys (Macaca mulatta) were trained in a coherent motion-detection task, 
where they learned to fixate on a screen and anticipate the onset of a motion coherence stimulus. During 
this task, spike activity from pairs of neurons of the middle temporal area (area MT) were recorded and data 
was analyzed using MATLAB. Specifically, we examined noise correlation as a function of time and success 
rate in the task.

Results: We found a decrease in the correlation in activity between neurons in area MT prior to the onset of 
the motion coherence stimulus. This decrease was accompanied by improved behavioural performance in 
the motion coherence-detection task.

Limitations: The activity in pairs of neurons may not accurately represent overall activity in a population of 
neurons. In addition, control experiments to better assess the nature of the common input that leads to a 
reduction in noise correlation were not conducted.

Conclusions: Despite these limitations, we have shown that a reduction in noise correlation prior to stimulus 
onset is accompanied by improved behavioural performance, suggesting that noise correlation may be a 
critical parameter that can aid in our understanding of how visual perception occurs in the brain. 

Introduction

“Sensation is an abstraction, not a replication, of the real world”, stated 
the neuroscientist, Vernon Mountcastle. (1) This statement is particularly 
relevant to visual perception, the dominant method by which we process 
our surrounding environment. Yet it is not well understood how this ab-
straction of stimuli into visual perception occurs in the brain.

Multiple levels of analysis can be employed to understand this question. 
One can either look at how information is encoded in individual neuronal 
activity, or in the correlated activity between neurons. (2) There are several 
reasons why examining correlated activity between neurons is of interest. 
Noise correlation, defined as the correlation in activity between neurons 
that is non-stimulus evoked, is thought to limit the amount of informa-
tion that can be encoded by a neuronal population. (3) This limitation can 
occur even with weak Pearson’s correlation coefficients of r = 0.1, as noise 
correlations can impede stimulus-relevant signal decoding in systems that 
average neuronal activity. (4) Averaging neuronal activity facilitates signal 
detection by minimizing noise best when the noise between neurons is 
independent (noise correlation is equal to 0). In cases where the noise is 
correlated, averaging fails to remove it. 

However, averaging is not the only possible mechanism by which signals 
can be decoded. For certain noise models, correlations may in fact im-
prove coding accuracy. (5) It has also been found that only correlations 
proportional to the derivatives of the tuning curves of the neurons in ques-
tion are information-limiting, so the overall pairwise correlation may not 
be a meaningful indication of information-coding capacity. (6)

Finally, reductions in noise correlation have been proposed to be the main 
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mechanism by which attention improves performance on tasks that in-
volve responses to visual stimuli. (7, 8) Combined, this information sug-
gests that noise correlation is a functionally relevant parameter that may 
impact both encoding and decoding processes in the brain. 

The goal of the present study was to determine whether changes in noise 
correlation over time would be observed in the middle temporal area (area 
MT) of macaque monkeys performing a coherent motion-detection task, 
where motion coherence is defined as the degree to which all particles 
within a patch are moving in the same direction, and whether this change 
would be associated with changes in behavioural performance.

Methods

Experimental Setup

Activity from pairs of neurons in area MT were recorded from two ma-
caque monkeys performing a coherent motion-detection task that they 
were previously trained in. Monkeys visually fixated within a 2° square 
fixation window and the time of fixation was designated t=0 or t0. Follow-
ing fixation, particles within either one or both of two patches presented 
onscreen that were initially moving in random direction began moving in 
a coherent manner (of varying degree) towards a specific direction (Fig.1). 
The onset of this coherence varied per trial between 200 ms to 1000 ms 
from the time of fixation, and the motion coherence pulse lasted for 50 ms. 
Once the monkey detected the onset of coherence, it had to release a lever 
within 200 ms to 800 ms from the pulse onset to receive a reward. Trials 
where the lever was released within this time window from the onset of 
coherence were deemed successful.
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Extracted Data from Experimental Structures

Extracted data from each experiment used in our MATLAB analysis in-
cluded the spike times of two recorded neurons, neuron 1 and neuron 2, 
the time of coherence onset, and whether the lever was released. These 
data were extracted per trial, from all conditions (coherence in either 
one or both patches), from each experiment. Since our aim was to detect 
changes in noise correlation between pairs of neurons before the onset of 
a motion stimulus in monkeys trained to expect a stimulus, we did not 
differentiate between the different conditions, as the exact nature of the 
eventual stimulus was not expected to change the prior activity of the neu-
rons. We analyzed 49 experiments for a total of 22,486 trials. 

Noise Correlation as a Function of Time

To evaluate how noise correlation changes as a function of time within 
a single trial, we first generated a list of spike counts, one for each neu-
ron. The number of spikes was counted in staggered 100 ms windows, in a 
“moving boxcar” manner, from the fixation time t0 (included), to the time 
of motion coherence onset, coherenceOnMS (excluded). Once these lists 
were generated, we calculated the Pearson’s correlation coefficient for the 
spike counts between neurons within 100 ms windows, termed correlation 
windows (Fig. 2), restricted to the same time frame as the list of spike 
counts (t0 to coherenceOnMS). These calculations were made for each tri-
al. Correlation windows in which a correlation coefficient could not be 
calculated because there were no changes in spike count in either neuron 
were excluded from further analysis. These correlation coefficients were 
then averaged across all trials in all conditions and all experiments. The 
average correlation coefficient for each correlation window was then plot-
ted as a function of time. Standard error means (SEM) were determined 
for each correlation window.

Task Performance

To assess whether changes in noise correlation are associated with be-
havioural performance, we measured behavioural performance as the 
fraction of successful trials over total trials, and plotted these measures as 

a function of the time of motion coherence onset. These values were then 
binned in 100 ms windows. Standard error means were determined for 
each bin as was done for the correlation coefficients, assuming that each 

Fig. 1. Top panel presents motion coherence stimulus, with in-
creasing degree of coherence in particle movement from left to 
right (0%, 50%, 100%). Bottom panel presents experimental set-
up. Monkey fixates (represented by dotted lines) within square 
window marked by cross. After a certain period of time, particles 
in either or both patches presented onscreen begin moving in 

a coherent manner. 

Fig. 2. Schematic of MATLAB analysis. For each trial, the number 
of spikes in staggered 100 ms windows was counted, generating 
the values c1, c2, … for each neuron. Correlations were calculat-
ed between the values c1, c2, … in 100 ms intervals (correlation 
windows). These correlations were averaged across trials and 

plotted versus time. 

Fig. 3. Top: averaged correlation coefficients in 100 ms bins as a 
function of time. Bottom: fraction of successful trials, in which a 
lever was released following detection of motion coherence, as 
a function of the time of motion coherence onset. Plotted S.E.M. 

bars per bin.
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trial follows a Bernoulli distribution where a successful trial has a value of 
1 and a failed trial has a value of 0. 

Correct Versus Failed Trial Separation

To determine if changes in noise correlation would differ between cor-
rect trials and failed trials, we performed the same analysis as described in 
‘Noise correlation as a function of time’, but separately for correct versus 
failed trials.

Results

To determine if changes in noise correlation in area MT of macaque mon-
keys were observed during a motion-detection task, we compared spikes 
recorded from pairs of neurons from the time at which the monkey vi-
sually fixated on a point (inclusive) to the time of onset of the motion 
stimulus (exclusive). Correlations were calculated per correlation window 
of 100 ms. We found a decrease in noise correlation, from a value of 0.11 
to 0, within 500 ms from the time of fixation. After this period, the activity 
between neurons remained independent (r=0) (Fig. 3, top). 

To see if this reduction in noise correlation was associated with changes 
in behavioural performance in the motion-detection task, we compared 
the success rate, a ratio of successful trials over total trials, to the onset 
of motion coherence which varied in each trial. We observed a modest 
increase in the fraction of trials that were successful, from 0.44 for trials 
with coherence times between 500 ms and 600 ms to 0.60 for trials with 
coherence times at approximately 1 second (Fig. 3, bottom).  The suc-
cess rate for trials with coherence times between 400 ms and 500 ms was 
calculated to be 0.54, and thus does not follow the same trend; however, 
since there were very few trials with coherence times between 400 ms and 
500 ms, the discrepancy could be attributed to error due to small sample 
size. Comparing the two graphs in Fig. 3, we see that noise correlation 
decreased rapidly within 500 ms from fixation time, where very little data 
for success rate is available. Between 500 ms and 1000 ms, where success 
rate increased, there is a moderate negative correlation between average 
noise correlation and success rate (r=-0.42). Both values then plateaued, 
where noise correlation equaled to 0 and success rate equaled to 0.6. These 
results suggest that a reduction in noise correlation in area MT may be 

associated with improved behavioural performance in the coherent mo-
tion-detection task. 

To determine if changes in noise correlation differed between successful 
trials and failed trials, we assessed noise correlation separately for correct 
versus failed trials from the time of fixation to the onset of motion coher-
ence. There appeared to be no significant difference in the time course of 
noise correlation between correct and failed trials. There is, however, a 

small difference in the initial noise correlation value between correct and 
failed trials, which were 0.12 and 0.10, respectively (Fig. 4).

Discussion

It is important to note that while previous experiments (4, 7, 8) calculated 
noise correlations across trials for a pair of neurons, thus measuring cor-
relations in trial-to-trial fluctuations, we chose to calculate the noise cor-
relation between a pair of neurons for each trial before averaging the cor-
relations across all trials. We chose this because our interests lay primarily 
in the change in noise correlation as a function of time during anticipa-
tion of a stimulus, rather than in trial-to-trial variability. Nevertheless, we 
obtained initial noise correlations close to those previously reported (7), 
although a direct comparison of our results would not be appropriate due 
to the differing methods of calculation. 

Our observed reduction in noise correlation appeared to be associated 
with increased success rates, but the progression did not vary between cor-
rect versus failed trials. These results suggest that while noise correlation 
may facilitate encoding of a visual stimulus, thereby increasing the proba-
bility of a successful trial, it may not be the distinguishing factor between 
correct versus failed trials. In other words, additional parameters, which 
have been found to be related to behavioural output, such as firing rates, 
may play a greater role in determining a successful trial. (9) These results 
contrast a previous study that has shown that behavioural performance 
in orientation-change detection tasks is improved primarily by reducing 
noise correlations in visual area V4. (7) It is possible that higher-order 
processing structures, such as area MT compared to V4, may incorporate 
a greater number of parameters in processing a visual stimulus. This would 
reduce the contribution of an individual parameter, such as noise correla-
tion.

The increased success rate was seen in trials with coherence onset between 
500 ms and 1 second after fixation, and success rate appeared to plateau 
at roughly 800 ms, while the average interneuronal correlation coefficient 
decreased to 0 by 500 ms. A delay of 300 ms from the time at which the 
noise correlation plateaued to the time at which the success rate plateaued 
indicates that these two phenomena cannot be said to occur on the same 
time scale. This delay may have arisen from integration of the noise cor-
relation by downstream structures to area MT. In other words, a delay of 
at least 300 ms from the time of fixation to the onset of motion coherence 
may be sufficient to integrate the reduction in noise correlation in area MT 
in order to improve behavioural performance. Unfortunately, there were 
very few trials with coherence times before 500 ms and no trials with co-
herence times before 400 ms. Therefore, we have insufficient data to make 
conclusive statements.

While the lack of distinction between successful and failed trials when the 
correlation coefficients were averaged and plotted separately for each trial 
does not suggest that decreased correlation coefficients lead to improved 
performance at responding to stimuli, it does not preclude the possibili-
ty of a relationship. A potential experiment to test the relevance of noise 
correlations could involve maintaining weak activity correlations in area 
MT as the animal performs the same task. If a decrease in correlation co-
efficient is truly necessary to see an increase in performance, we would 
expect the increased performance to be abolished. However, we do not 
have a suitable method for manipulating correlated activity in the brain, as 
we do not yet know the mechanisms by which interneuronal correlation 
is modulated. Nevertheless, manipulation of noise correlation has been at-
tempted with optogenetic methods. (10)

The nature of the common input that modulates noise correlation in area 
MT was not investigated in this study. It is possible that this common input 
reflects a change in attentional state following fixation. (7) However, given 
that our data analysis was restricted to the time from fixation to the onset 
of motion coherence, we did not have an inattention control. With respect 
to this limitation, it would be of interest to examine noise correlation prior 
to fixation as a potential measure for inattentiveness. 

The observed reduction in noise correlation may also relate to an expected 

Fig. 4. Averaged correlation coefficients in 100 ms bins as a func-
tion of time, separated for successful (black) versus failed (grey) 
trials. There is no significant difference in the changes in correla-
tion with time between successful and failed trials, although the 
initial average correlation coefficient for successful trials (0.12) is 
slightly higher than that of failed trials (0.10). Plotted S.E.M. bars.
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change. In other words, visually fixating at a point that does not predict a 
presentation of a stimulus does not lead to a reduction in noise correlation, 
but fixating at a point that does predict a presentation of a stimulus does 
lead to a noise correlation reduction at fixation time.

Conclusion

Understanding the molecular basis of this common input is imperative to 
establishing a causal relationship between noise correlation and behaviour. 
One postulation would be that upstream structures release neuromodula-
tors such as acetylcholine, which have been functionally associated with 
attention (11), thus regulating the activity of neurons from area MT. In 
addition to previously mentioned optogenetic approaches, it would be fea-
sible to use pharmacological molecular targets in order to assess causality. 

It is important to keep in mind while discussing these results that activity 
from pairs of neurons may not accurately represent activity from a popu-
lation of neurons. (3) Technique wise, it is difficult to record from multi-
ple neurons simultaneously while still being able to distinguish individual 
neuronal activity. Extracellular recordings or electroencephalograms only 
provide summed activity from a focal point. In addition, the data we have 
presented is only correlational, not causational. 

Further investigation is required to better understand how noise correla-
tion can influence behaviours and what mechanisms modulate noise cor-
relation. In the present study, we see a reduction in average noise correla-
tion between pairs of neurons before the onset of an expected stimulus 
that is associated with improved behavioural performance.
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Fluorescence Imaging of Receptor Activator 
of Nuclear Factor Kappa-B Ligand-Mediated 
Calcium Oscillations in Osteoclasts

Mariya Stavnichuk1, Gulzhakhan Sadvakassova2, Svetlana Komarova1,2

Abstract

Background: Numerous bone diseases are caused by abnormal activity of osteoclasts, cells responsible for 
physiological bone degradation. Understanding the mechanisms of osteoclast formation and activation is 
important for developing diagnostic tools and treatments for various bone diseases. Receptor activator of 
nuclear factor κB ligand (RANKL), a key osteoclastogenic cytokine, induces changes in intracellular Ca2+ con-
centration ([Ca2+]i) that can be visualized and measured with a fluorescent Ca2+ binding dye. The objective 
of the study was to characterize the changes in [Ca2+]i induced by acute application of RANKL in osteoclast 
precursors.

Methods: We performed calcium imaging in osteoclast precursors generated from RAW 264.7 cells loaded 
with Fura-2 fluorescent dye using an inverted microscope, Nikon TE2000-U. Data was collected with Volocity 
software and analysed in Excel and MATLAB.

Results: In osteoclast precursors, RANKL induced oscillations in [Ca2+]i within 2 minutes of exposure. The 
main frequency of oscillations was approximately 37.7 mHz. However, no significant change in the mean 
level of intracellular Ca2+ was observed. Interestingly, when ATP was applied to RANKL-treated osteoclast 
precursors, it induced a long-lasting increase in [Ca2+]i compared to control cells.

Limitations: The limitations of our study included the small number of replicates and the short duration of 
fluorescence recording under each condition.

Conclusions: Short exposure of osteoclast precursors to RANKL not only induced oscillations in calcium con-
centration, but also modulated cellular response to the subsequent application of ATP.

Introduction

Bone is an organ that continuously undergoes remodelling activity to ca-
ter to the demands of the organism. Its dynamic equilibrium depends on 
the balance between bone-forming cells, osteoblasts, and bone-resorptive 
cells, osteoclasts. Understanding the underlying causes of bone homeo-
stasis is important for developing treatments against various diseases that 
result from an imbalance in bone remodelling. A large number of bone 
diseases, such as metastatic cancers, osteoporosis, and rheumatoid arthri-
tis arise from increased resorption of bone by osteoclasts. (1) Osteoclasts 
are cells of hematopoietic origin formed by differentiation of monocyte 
or macrophage precursors. (2) Osteoclastogenesis is initiated by receptor 
activator of nuclear factor κB’s (RANK) stimulation by its ligand, RANKL. 
(3) Activation of RANK leads to subsequent induction of co-stimulato-
ry receptors such as the osteoclast-associated receptor (OSCAR), which 
results in activation of phospholipase C (PLC), and formation of inosi-
tol-1,4,5- triphosphate (IP3), which binds to its receptor on the endo-
plasmic reticulum releasing stored Ca2+. (3) Resulting cytosolic Ca2+ con-
centration oscillations are important for stimulation of the calcineurin/
NFATc1 that is essential for osteoclastogenesis. (3) In addition to RANKL, 
multiple other factors are known to affect osteoclast calcium, including 
extracellular ATP that can be produced by mechanically stimulated cells. 
(3) Extracellular ATP activates plasma membrane P2 purinergic receptors 
inducing a fast transient increase in [Ca2+]i. (5)

The objective of this study was to investigate changes in cytosolic Ca2+ con-
centration in response to RANK-RANKL interaction. Intracellular Ca2+ 

oscillation can be visualized using a fluorescence microscope. In this ex-
periment, we used Fura-2, a ratio-metric fluorescent dye that binds free in-
tracellular Ca2+. The advantage of ratiometric dyes over single wavelength 
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dyes is that the obtained ratio is independent of the dye concentration. (4) 
The dye is loaded into cells in the form of as acetoxy-methyl-ester Fura-2 
(Fura-2 AM) and it is de-esterified by cellular esterases, leaving Fura-2 
trapped in the cell. (4) Fluorescence microscopes have an excitation filter 
that allows a specific excitation wavelength to go through. Excitation light 
is reflected from a dichromatic mirror, which directs light onto the speci-
men. Fura-2 has the property of being excited at 340 nm in its calcium-free 
form and at 380 nm when bound to Ca2+. The excited sample emits light 
that passes through the mirror and emission filter of 510 nm for Fura-2. 
(4)

Methods

Cell Culture

We used RAW 264.7 cells (American Type Culture Collection) derived 
from a mouse leukemic monocyte macrophage cell line as osteoclast pre-
cursors. Cells were cultured at 37°C and 5% CO2 in 2 mL DMEM (319-
020-CL, Wisent Inc.) supplemented with 1% penicillin-streptomycin (450-
201-EL, Wisent Inc.), 10% FBS (080-150, Wisent Inc.), and 50 ng/mL of 
recombinant GST-RANKL (produced in-house, 50 μg/mL). RANKL was 
added in order to induce differentiation of monocytes into osteoclast pre-
cursors. We plated cells at 5x103 cells/cm2 in 35 mm glass bottom cell cul-
ture dishes (MatTek Corp.). After two days, media was changed to DMEM 
containing 1.5 μM Fura-2 AM (F1221, Invitrogen). 30 minutes after media 
change, cells were washed with 1 mL DMEM buffered with 10 mM HEPES 
(15630-080, Gibco) and another 1 mL of HEPES-buffered DMEM was 
added to cells. After addition of Fura-2 AM, dishes were either covered 
with aluminium foil or manipulated in darkness to prevent bleaching.
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Osteoclasts, osteclastogenesis, 
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aging
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Fig. 3. Average level of [Ca2+]i after addition of buffer, RANKL or ATP. The same cells were examined in charts (A) and (B), and in charts (C) and (D). Shown is average fluorescence inten-
sity (A) at the baseline (grey) and after buffer addition (blue); (B) after ATP addition; (C) at the baseline (grey) and after RANKL addition (blue); (D) after ATP addition.  

Fig. 1. Changes in [Ca2+]i following addition of buffer. Each line graph represents single-cell fluorescence intensity ratio measurement. (A) Baseline measurements of fluorescence 
intensity. (B) Fluorescence intensity after addition of the buffer. (C) Fluorescence intensity after addition of ATP.

Fig. 2. Changes in [Ca2+]i following addition of RANKL. Each line graph represents single-cell fluorescence intensity ratio measurement. (A) Baseline measurements of fluorescence 
intensity. (B) Fluorescence intensity after addition of RANKL. (C) Fluorescence intensity after addition of ATP.
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fast long-lasting increase of [Ca2+]i in RANKL stimulated cells that was 
observed over the entire time of recording (Fig. 2C). We computed aver-
age levels of [Ca2+]i for each cell at baseline and after addition of buffer or 
RANKL (Fig. 3A and C). No significant difference in the average [Ca2+] 
was observed.  

Since the frequency of oscillations appeared to change after addition of 
RANKL, we next performed frequency analysis using MATLAB R2015a 
software. Following Per Uhlén’s protocol, (6)  outliers were discarded. Cells 
that did not respond to ATP, and cells exhibiting aberrant responses to 
buffer or RANKL (such as a single cells with a transient increase in [Ca2+]i 
on Fig. 1B) were excluded from further analysis. To obtain spectral analy-

Fluorescence Imaging

The cells were given 15 minutes to acclimatize before imaging. We per-
formed imaging on an inverted Nikon TE2000-U microscope equipped 
with a cooled charge-couple device (CCD) camera (Hamamatsu) and 40X 
UV corrected Nikon Fluor oil immersion objective. We recorded fluo-
rescence emission data points every second at 510 nm after excitation at 
340 and 380 nm alternated by a high speed wavelength switching device 
(Lambda DG-4, Quorum Technologies). In each dish, the measurement 
consisted first of a baseline recording for one minute. Either 50 μL of buf-
fer solution or 50 ng/mL of RANKL was added with a micropipette six 
to eight seconds after the start and fluorescence intensity was recorded 
for two minutes. Finally, 50 μL of 10 mM ATP was added, giving a final 
concentration of 10 μM, and fluorescence was recorded for one minute. 
Baseline and addition of buffer were used as a negative control, whereas 
ATP was used as a positive control. The buffer was composed of 150 mM 
NaCl, 0.25 mM DTT, 0.1 mM PMSF, 25% glycerol.

Data Analysis

We performed data analysis using Excel and MATLAB R2015a software. 
Frequency analysis of Ca2+ oscillations was performed using Per Uhlén’s 
protocol from Spectral Analysis of Calcium Oscillations. (6) Statistical sig-
nificance was assessed using a two-tailed Student’s t-test (p<0.05).

Results

To analyse collected data, we used the region of interest (ROI) tool in Vo-
locity software to select the cell of interest. Measurements from selected 
ROI were analysed and changes in [Ca2+]i were expressed as a ratio of Fu-
ra-2’s fluorescent intensity when excited with 340 and 380 nm wavelength 
(340/380 ratios).  [Ca2+]i oscillations were present at the baseline and after 
the buffer addition (Fig. 1), as well as after application of RANKL (Fig. 
2). Addition of ATP caused a fast transient increase of [Ca2+]i, in nega-
tive control cells, that recovered by the end of recording (Fig. 1C) and a 

Fig. 4.  Spectral analysis of [Ca2+]i oscillations. Average power spectrum analysis (A) at the baseline and after buffer addition and (B) at the baseline and after RANKL addition. (C) 
Average dominant frequency of [Ca2+]i oscillations between 20-50 mHz. (D) Average strength of dominant frequency of [Ca2+]i oscillations between 20-50 mHz. Data are means ± 

SD, * indicates p<0.05 examined by Student’s t-test. 

Fig. 5. Acute treatment with RANKL induced a change in a sub-
sequent calcium responses to ATP. ATP responses following ap-
plication of buffer (grey, same cells as presented on Fig. 1C) or 
RANKL (blue, same cells as presented on Fig. 2C) were analysed 
for the area under the calcium response curve. Data are means ± 

SD, ** indicates p<0.01 examined by Student’s t-test. 
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sis of [Ca2+]i oscillations, we applied a Hanning window function to previ-
ously acquired data to remove noise oscillation, and data was centered and 
analyzed using a fast Fourier Transform function. Results were displayed 
as a function of frequency to its relative strength (power) (Fig. 4A,B). Only 
the frequency of the dominant peak in the region of 20-50 mHz was cho-
sen for analysis per single-cell measurement, as frequencies lower than 
17 mHz (1/60 seconds of recording) are artifacts of the application of the 
Fourier Transform. Dominant peaks in the region between 20-50 mHz 
were 37.6 mHz for the baseline, 34.4 mHz for the buffer, and 37.7 mHz for 
RANKL (Fig. 4C). To compare frequencies, the average of their relative 
strength was analyzed. No significant difference was found between the 
strength of baseline and RANKL measurements. However, the Student’s 
t-test showed significant difference in frequency strength between buffer 
and RANKL measurements (p<0.05) (Fig. 4D).  

We have noticed that the response to ATP appears to differ in cells ex-
posed to buffer and cells exposed to RANKL. We analysed the area un-
der the curve of the fluorescence intensity ratio using MATLAB (Fig. 5). 
ATP-induced calcium responses had significantly larger area (p<0.01) 
in RANKL-stimulated cells than ATP-induced responses in the control 
group cells.

Discussion

The objective of this study was to examine the changes in intracellular Ca2+ 
concentration upon stimulation of osteoclast precursors by RANKL. Us-
ing live cell fluorescence imaging we determined that acute application of 
RANKL did not affect the frequency of calcium oscillations in osteoclast 
precursors, but resulted in a more prominent appearance of oscillatory be-
haviour. Interestingly, we also found that short treatment with RANKL 
significantly affected the cell response to ATP, resulting in longer-lasting 
release of calcium compared to control cells. 

Frequency analysis showed that both the control and experimental groups 
had calcium oscillations at similar frequencies and with similar values of 
major frequency peaks. In addition, average levels of calcium were not sig-
nificantly different between the experimental groups. Although these data 
appear to contradict the known effect of RANKL in stimulating osteoclast 
calcium oscillations, it is important to take into account the experimental 
design of our studies. It has been previously shown that RANKL induces 
long-lasting Ca2+ oscillations that can last from 24 to 48 hours after RANKL 
stimulation in a primary cell culture. (7) In our study, we focused on late 
osteoclast precursors, which were formed from RAW 264.7 cells exposed 
to RANKL for 48 hours prior to imaging that were then cultured without 
RANKL for one hour prior to acute addition of RANKL. Nevertheless, we 
found that acute addition of RANKL allowed the cells to maintain more 
prominent oscillation compared to those observed after addition of buf-
fer, suggesting that removal of RANKL may lead to a gradual decrease 
in calcium oscillations in osteoclast precursors. It is also possible that a 
relatively short recording time did not allow us to explore the whole range 
of changes induced in osteoclast precursors by acute exposure to RANKL. 

We observed a significant difference in calcium response to ATP between 
the control and RANKL stimulated cells. In both control and RANKL-treat-
ed groups, ATP induced fast elevation of calcium that reached similar 
maximal levels. However, unlike the control group, in the cells that were 
stimulated by RANKL, [Ca2+]i never returned to basal level and continued 
to oscillate at a new higher level over the course of recording. This re-
sulted in a significantly higher area under the curve of Ca2+ concentration 
response, indicative of a higher cumulative amount of Ca2+ available for 
downstream effects (Fig. 5). While the effects of acute treatment of osteo-
clast precursors by ATP on subsequent stimulation of osteoclastogenesis 
by RANKL have been previously described, to our knowledge this study is 
the first to report that short-term exposure to RANKL can change calcium 
response to a different mediator, such as ATP. (8) It can be hypothesized 
that long-lasting Ca2+ oscillations induced by RANKL interfere with the 
activity of plasma membrane or endoplasmic reticulum Ca2+ pumps, thus 
preventing effective calcium removal from the cytosol and resulting in a 
longer-duration response to ATP.

Further investigation is required to better understand the regulation of 
calcium oscillations induced by acute and long-term exposure to RANKL, 
as well as the implication of the differences in short term signaling for the 
physiological outcomes of osteoclast differentiation and function. More-
over, the potential role of RANKL-induced signaling on the calcium re-
sponses to other mediators, such as ATP, needs to be explored.  Better 
understanding of osteoclast physiology will help in developing new diag-
nostic and therapeutic approaches in treating various bone diseases that 
are characterized by excessive osteoclastic bone resorption. 
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Loss-of-Function Analysis Elucidates Essen-
tial Roles of eIF4E Isoforms in Drosophila 
Spermatogenesis

Liang Chen1

Abstract

Background: Through transcriptional and post-transcriptional regulation, eukaryotic cells can control gene 
expression to moderate vital cell processes and induce morphological changes. In developmental biology, 
translation initiation is emerging as a key player in gene expression regulation. Translation initiation begins 
when eukaryotic initiation factor 4E (eIF4E) binds the 5’ mRNA cap to recruit other initiation factors. Eight 
eIF4E isoforms are present in Drosophila melanogaster. The canonical eIF4E-1 is involved in the translation 
of all genes and is a common target for translational regulation mechanisms. The activity of testis-specific 
eIF4Es in Drosophila are largely unclear, but recent evidence on eIF4E-3 suggests that the other isoforms 
may also possess distinct, essential functions in spermatogenesis.

Methods:  Here we provide protein localization data and loss-of-function analysis to characterize eIF4E-4, 
eIF4E-5, and eIF4E-7.

Results: Single KD showed few phenotypes, while eIF4E-4/eIF4E-5 double knockdown males had severe de-
fects in spermatogenesis. In eIF4E-5/eIF4E-7 double knockdowns, mutations manifested in multiple stages 
of severity.

Conclusions: The unique expression patterns and differential mutant phenotypes observed suggest that the 
testis-specific isoforms contain varying levels of functional redundancy. eIF4E-4 and eIF4E-5, which share 
close homology, appear to have overlapping roles in regulating germ cell division during early spermato-
genesis. However, during spermatid individualization they seem to assume different functions. eIF4E-7 also 
appears to be involved in germ cell differentiation, but most likely in a separate mechanism due to the 
inability of other isoforms to compensate for its knockdown. 

Introduction

At the crux of many critical cellular processes is the formation, mainte-
nance, and termination of protein localization patterns. With increasing 
knowledge on gene expression, post-transcriptional regulation is growing 
as a frontier in developmental biology. This is highlighted by the fact that 
while mRNA levels can remain stable, the rate of protein synthesis can 
vary drastically to affect gene expression. (1) Amongst post-transcription-
al processes, eukaryotic initiation factor 4E appears to be a central target 
for regulation. Canonical translation initiation begins when the mRNA is 
bound at the 5’ methylated cap by eukaryotic initiation factor 4E (eIF4E). 
(2) eIF4E then interacts with eIF4A and eIF4G to form the eIF4F com-
plex, which binds other factors and eventually recruits the ribosome to 
the bound mRNA (Fig. 1A). (3) As a characterized proto-oncogene, eIF4E 
is the limiting factor to translation initiation (4) —exogenously increas-
ing eIF4E protein levels will induce cells into an oncogenic state. (2) Dro-
sophila melanogaster has eight eIF4E isoforms, and eIF4E-3, 4, 5, 7 are 
testis-specific (Fig. 1B). (5) All isoforms have been shown to have 5’ cap 
binding at unequal affinities (Fig. 1C). (6) eIF4E-1 is the ubiquitous 5’ cap 
binding protein involved in broad translation of all genes. eIF4E-3 is es-
sential for meiosis during spermatogenesis, with knockouts (KO) forming 
multi-nucleated spermatocytes and sterile males. (7) Research on eIF4E 
homologous protein (4EHP) has revealed that it represses translation by 
sequestering mRNA from eIF4E-1 and preventing eIF4F formation. (8) 
The function of the other isotypes are largely unknown with only limited 
information about localization patterns. 

The unique developmental properties of the Drosophila male germline 
make it an excellent model to investigate translational machinery. During 
post-meiotic stages, transcription is virtually non-existent due to the pro-
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gressive condensation of germ cell chromatin. (9) Therefore, virtually all 
de novo protein production during spermatid morphogenesis is a result 
of translational control. Spermatogenesis begins in the apical tip of the 
testis and ends at the distal end (Fig. 2A). Somatic cyst stem cells (CySC) 
and germ-line stem cells (GSC) asymmetrically divide to produce a single 
spermatogonium that differentiates and undergoes four incomplete mitot-
ic divisions to form 16 interconnected spermatocytes (Fig. 2B). (10) After 
growing and accumulating gene products to prepare for the oncoming 
transcriptional arrest, spermatocytes divide meiotically to yield 64 inter-
connected spermatids that enter spermiogenesis and execute synchronous 
morphological changes: organelle remodeling, chromatin condensation, 
cell polarization, elongation, waste bag formation, and individualization. 
(11) Towards late spermatogenesis, an individualization complex (IC) de-
velops to push excess cytosolic material away from spermatid heads into 
visible waste bags at the tail terminus (Fig. 2C). (12) When spermiogenesis 
completes, sperm coil at the terminal epithelium and eject from the testis 
into seminal vesicles for storage. (13) The entire process takes 10 days, with 
spermiogenesis taking 5 days.

Here, we provide evidence implicating the vital roles of eIF4E-4, eIF4E-5, 
and eIF4E-7 in spermatogenesis. Mutants generated from gene-specific 
knockdowns reveal both unique and redundant functions between iso-
forms. With their 5’ mRNA cap binding ability, eIF4E isotypes are likely 
able to selectively target populations of mRNAs for translation or repres-
sion. Preferential mRNA binding could dictate gene expression through-
out the testis and especially during post-meiotic stages—when germ cells 
no longer produce new mRNA. We hypothesize that eIF4E-5 and eIF4E-7 
are essential for male germ cell development, while eIF4E-4 shares func-
tional redundancies with eIF4E-5.

Abbreviations.
Eukaryotic Initiation Facto 4E                     eIF4E
Eukaryotic Initiation Factor 4G                    eIF4G
Eukaryotic Initiation Factor 4A                  eIF4A
eIF4E Homologous Protein                         4EHP
Upstream Activation Sequence                     UAS
RNA interference                                          RNAi
Germline stem cell                                        GSC 
Cyst stem cell                                                 CySC
Individualization complex                              IC
Knockdown                                                         KD
Knockout                                                              KO
Co-immunoprecipitation                         Co-IP
Tris-buffered saline                                         TBS            
Phosphate-buffered saline                         PBS
Sodium dodecyl sulfate polyacrylamide 
gel electrophoresis                            SDS PAGE
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Materials & Methods

Fly Stocks

Flies were raised in glass vials of standard medium as formulated by 
Bloomington Drosophila Stock Center (BDSC). Stocks were kept in 22oC 
and flies were crossed in 25oC. Flies were anesthetized and handled on CO2 
pads under a dissecting microscope. Oregon-R flies were used as wild-type 
controls. To induce gene knockdown, the UAS-GAL4 system was used. 
(14) Transgenic UAS fly lines express long hairpin RNAi under the control 
of an upstream activation sequence (UAS). These hairpin constructs are 
only transcribed when activated by exogenous GAL4 transcription fac-
tor, and these are present downstream of endogenous promoters in sep-
arate transgenic GAL4 driver lines. We crossed UAS-RNAi lines with a 
GAL4 driver lines to produce progeny with tissue-specific knockdowns 
(Fig. 3). (15) Both single and double knockdowns were created (Fig. 4, 
Fig. 5). The following UAS-RNAi lines from Vienna Drosophila Resource 
Center (VDRC) and the TRiP project (Harvard Medical School) were 
used: eIF4E-3 (BL# 42804), eIF4E-4 (VDRC#107595), eIF4E-5 (VDRC# 
102173), eIF4E-7 (VDRC#107958). The Bam-Gal4;VP16 (gift of M. Full-
er) driver was used to express UAS constructs in the spermatogonium. 
Knockdowns were confirmed with western blot analysis (Fig. 6). 

Microscopy

Testes were dissected and prepared under live squash (16) and whole 
mount immunofluorescence protocols. For live squash prep, testes 
were dissected in testis buffer with 1.1μg/mL Hoescht 33342 (Invitro-
gen#62249) and then immediately mounted onto slides to image using the 
Leica DM6000B microscope. Images were taken 10 minutes after initial 
dissection to ensure samples maintained structural integrity. For immu-
nofluorescence staining, testes were dissected in 0.3% PBS-Triton X-100, 
fixed in 4% paraformaldehyde for 15 min, permeabilized in 2% PBS-Tri-
ton X-100 for 1 hour, blocked in 0.3% PBS-Triton X-100- 1% albumin 
for 2 hours, and then probed with antibodies. Samples were probed with 
the following primary antibodies (raised by H. Han): rabbit anti-eIF4E-1 
(1:500), rat anti-eIF4E-3 (1:500), rabbit anti-eIF4E-4 (1:400), and rat 
anti-eIF4E-5 (1:500). Additionally, rabbit anti-eIF4G (1:500), rabbit an-
ti-eIF4G2 (1:200), mouse anti-Orb 4H8 (Developmental Studies Hybrid-
oma Bank, 1:250), rat and rabbit anti-vasa (1:500), mouse anti-a-tubulin 
(Sigma #T6199, 1:10000), and mouse anti-adducin 1B1 (Developmental 
Studies Hybridoma Bank, 1:250) were probed as protein markers. The sec-
ondary antibodies used were: Goat anti-rabbit, anti-rat and anti-mouse 
antibodies conjugated with Alexa 488 or Alexa 555 (Life Technologies). 
DAPI (Invitrogen #D3571) was used at 10 μg/mL to stain DNA, and Al-
exa 555 phalloidin (Invitrogen#A34055) was used at 10 μg/mL to stain 
F-actin. Immunostaining sample images were taken using the Leica SP8 
point-scanning confocal microscope, and the images were processed with 
Fiji software.

Western Blot

To create protein lysate, testes were dissected in 0.3% PBS-Triton X-100, 
promptly flash frozen in liquid nitrogen, and mechanically lysed in lysing 
buffer containing 8M urea. 12% SDS PAGE was run, and separated pro-
teins were transferred onto Polyvinylidine difluoride (PVDF) membrane. 
Blots were blocked in 5% milk for 1 hour and probed overnight with pri-
mary antibodies: rabbit anti-eIF4E-4 (1:500), rat anti-eIF4E-5 (1:500), and 
mouse anti-a-tubulin (1:20,000). After washing with 0.1% TBS-Tween 20, 
blots were probed for 2 hours with secondary antibodies conjugated to 
horseradish peroxidase. Using luminol and oxidizing reagent, bound sec-
ondary antibodies were visualized with x-ray film.

Co-Immunoprecipitation (Co-IP)

Testes (~80) were dissected in PBS, lysed in 1 mL of lysis buffer (20 mM 
HEPES pH 7.5, 150 mM KCl, 4 mM MgCl2, 0.1% (v/v) NP-40, 0.5 mM 
DTT, 1x Halt protease inhibitor) and centrifuged at 13,000 x g for 10 
min. 20 μl Protein G Dynabeads (Invitrogen) were incubated with rab-
bit eIF4E-1 (1:500) and rat eIF4E-5 (1:500) antibodies for 1 hour. The 
supernatant was then incubated with Dynabeads overnight on a rotator. 

Subsequently, the beads were washed with lysis buffer 3 times for 20 min. 
The beads were then boiled in SDS sample buffer and the supernatant was 
used for SDS-PAGE analysis. For western blot, the primary antibodies 
were rabbit anti-eIF4E1 (1:500), rabbit anti-eIF4G2 (1:500), and rabbit an-
ti-eIF4E-1 (1:1000). HRP-conjugated goat anti-rabbit (1:5000) and anti-rat 
(1:2500) antibodies (GE Healthcare) were used as secondary antibodies.

Results

Endogenous Expression of eIF4E isoforms in Drosophila Testes 

Spermatogenesis begins at the apical tip, and germ cells migrate towards 
the distal end as they develop (Fig. 7). eIF4E-1 is present in the cytoplasm 
of both somatic cyst cells and germ cells during early spermatogenesis (Fig. 
8). The protein, however, is notably absent in later germ cell stages and in-
stead expresses in somatic cyst cells of spermatid bundles. (17) eIF4E-3 
expression is restricted to the cytoplasm of primary spermatocytes, sec-
ondary spermatocytes, and early elongating spermatids; it is not localized 
in stem cells, spermatogonia, or mature spermatid bundles (Fig. 8). (7) 
eIF4E-4 is found in the cytoplasm of germ cells throughout spermatogen-
esis. It can be seen that in spermatid bundles, eIF4E-4 preferentially con-
centrates in the IC and individualized portions of the bundle (Fig. 9A). 
Interconnected spermatid regions have lower signal strength. eIF4E-5 is 
also expressed in all stages of germ cell development, including elongating 
spermatids that produce a ribboning pattern along the testis. The protein 
abundance increases in waste bags of mature spermatid bundles (Fig. 9A). 
eIF4E-7 expression patterns were not elucidated. To confirm expression 
patterns of eIF4E isoforms, antibody specificity was confirmed with west-
ern blot (Fig. 6) and immunostaining of knockdown testes (Fig. 9B).

Protein Markers of Spermatogenesis

To analyze phenotypes from eIF4E isoform knockdowns, both cell mor-
phology and protein markers of spermatogenesis were observed. The 
following protein markers were used: actin, tubulin, vasa, orb, adducin, 
eIF4G, and eIF4G2 (Fig. 10). In wild-type male flies, phalloidin stains the 
actin in the outer muscular sheath of the testis as well as the actin cones 
of the IC (Fig. 10A). (18) α-tubulin is ubiquitously found in the testis, and 
in spermatids it highlights axonemes (Fig. 10B). (11) eIF4G has similar 
expression patterns as eIF4E-1, and is found in both the somatic cyst cells 
and germ cells during early stages, while primarily found in the cyst cells 
of later germ cells (Fig. 10C). (17) eIF4G2 is a germ-line specific protein 
(17) and is found in all germ cell stages of spermatogenesis; it concentrates 
in waste bags (Fig. 1D) . Orb is found in the waste bags of individualized 
spermatid bundles19 (Fig. 10E)  Adducin co-localizes with the fusomes 
of interconnected germ cells and appears as extensive branches amongst 
germ cell clusters (Fig. 10F). (20) Vasa is a germline specific protein that 
chiefly localizes in pre-meiotic germ cell stages (Fig. 10G). (21)

Loss-of-function Analysis of eIF4Es

eIF4E-3 KD flies served as a positive control to test the efficacy of KD 
mutant generation, and wild-type flies were used as the negative control. 
eIF4E-3 mutants displayed previously reported phenotypes of male-steril-
ity, multi-nucleated spermatocytes, de-localized nuclei in spermatids, and 
abnormal orb expression (Fig. 11). (17) eIF4E-4 KD males only showed 
aberrations towards the distal testis, where coiled spermatids accumulated 
(Fig. 12). eIF4E-5 KD produced tightly coiled sperm, numerous abnormal 
cystic bulges, and fewer IC that traveled the entire length of the bundle 
(Fig. 13). 

eIF4E-7 KD males with one UAS-RNAi chromosome driven by Bam-
Gal4;VP16 did not display any phenotypes, but after aging males for 
4 weeks cells in testes began to over-proliferate and fail to develop into 
mature sperm. In wild type males, cell proliferation slows as stem cells 
take longer to divide and differentiate. (22) Males with 2 chromosomes of 
UAS-RNAi and drivers showed visible phenotypes after only 1-2 weeks of 
aging. Similarly, these testes were filled with small cells and spermatogene-
sis was arrested (Fig. 14). Adducin staining showed that only rudimentary 
fusomes formed in these mutants, indicating these cells did not maintain 
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connections with each other (Fig. 14)

Double Knockdowns

Although single KD showed few phenotypes, eIF4E-4/eIF4E-5 double 
knockdown males had severe defects in spermatogenesis. After aging for 
one week, germ cell development ceased and distal testes contained coiled 
sperm. Normally, wild type testes show dense concentration of nuclei at 
the apical tip, but in these double knockdown mutants high concentra-
tions of small cells were found throughout testis (Fig. 14). As a result of 
these abnormalities, testes lacking orb expression in waste bags show no 
IC complexes, and have abnormal eIF4G-2 and α-tubulin localization (Fig. 
15). 

In eIF4E-5/eIF4E-7 double knockdowns, mutations manifested in multi-
ple stages of severity. The least affected testes appeared like wild-type with 
the entire process of spermatogenesis intact. At the onset of mutation, 
testes began to show signs of abnormal cyst formation, with problems in 
differentiation and mitotic division appearing. Through vasa and adducin 
staining, spermatocytes are seen to occupy only a small portion of the tes-
tis (Fig. 16). In the most severe cases, testes were filled with small undiffer-
entiated cells. These mutants lacked orb staining in spermatid waste bags, 
and instead stained coiled sperm at the distal end (Fig. 16).

Discussion

During germline development, many key cellular processes rely on 
post-transcriptional gene regulation to establish protein gradients and 
gene expression patterns. Research across several model organisms point 
towards translation initiation, namely eIF4E cap binding activity, as a criti-
cal stage for post-transcriptional regulation. In Drosophila, several control 
mechanisms target eIF4E. Suppressing translation, eIF4E binding proteins 
(eIF4E-BP) directly latch onto eIF4E to inactivate it. (23) Repressing trans-
lation of specific genes, Bicoid (bcd) binds to 3’UTR of Caudal mRNA and 
recruits 4EHP, a cap-binding protein that is unable to initiate translation, 
to effectively prevent Caudal protein formation. (8) Recently, eIF4E iso-
form-mediated translation has been implicated as an alternative way to 
modulate gene expression. It is important to note that eIF4E-3, eIF4E-4, 
eIF4E-5, and eIF4E-7 have all been reported to bind eIF4G at varying af-
finities. (6) This suggests that these male germ-line specific proteins are all 
able to form the eIF4F complex and initiate translation. However, since 
only one type of 5’ mRNA cap is present in Drosophila, eIF4E isoforms 
would require intermediate proteins like bcd to selectively repress or pro-
mote translation of specific proteins. 

Previous characterizations of eIF4E isoforms have shown that evolution-
ary conservation between these paralogs differs (Fig. 1B). (6) Amongst the 
isoforms, eIF4E-4 and eIF4E-5 share the greatest homology. When ana-
lyzing single KD’s of eIF4E-4 and eIF4E-5, few defects were seen. Sper-
matogenesis proceeded normally in the mutants up until individualiza-
tion, during which KD’s began to induce mutations. Both eIF4E-4 and 
eIF4E-5 KD cause sperm to coil at the end of spermatogenesis. Coiling, 
a morphological deformity, indicates that the mutant sperm are defective 
and blocked from passing into the seminal vesicle. (13) From observing 
eIF4E-4/eIF4E-5 double KD, we conclude that the two isoforms share func-
tional redundancies. In stark contrast to single KD, the double KD shuts 
down spermatogenesis, stimulates uncontrolled cell division, and blocks 
germ cell differentiation. From immunostaining, eIF4E-4 and eIF4E-5 are 
seen to co-localize in pre-meiotic cell stages (Fig. 8). This co-localization 
may explain how the isoforms are able to compensate for the absence of 
the other in early development. In post-meiotic stages, eIF4E-4 primarily 
localizes in individuated segments of spermatid bundles while eIF4E-5 is 
present in all portions of the bundle, including the waste bag. Further-
more, the previously reported reduced fertility of eIF4E-5 may also be 
explained by these expression patterns: while eIF4E-5 would be able to 
largely compensate for any absent eIF4E-4 due to the fact that it is ubiqui-
tously present in germ cells, eIF4E-4’s absence in non-individuated bun-
dles could contribute to greater cell defects. 

From KD analysis, eIF4E-7 seems to be mainly involved in pre-meiotic 

germ cell development. These mutants contained a surplus of cells varying 
in size. Wild type testes usually slow down their rate of stem cell repli-
cation and differentiation. (22) While this is likely due to increased pro-
duction of RNAi, protein and RNA quantification methods need to be 
performed for confirmation. The phenotypes observed in eIF4E-5 and 
eIF4E-7 double knockdown are severe, but further analysis is required to 
determine whether the defects present are merely from eIF4E-7 KD or if 
they are the result of the KD of both proteins. Therefore it is currently un-
known whether eIF4E-7 shares functions with eIF4E-5. Observing eIF4E 
phylogeny would suggest they do not share functions, as eIF4E-7 has low 
conservation with other eIF4E isoforms and is almost twice as large as the 
other eIF4Es.

eIF4E itself is known to be a proto-oncogene (24), and reports have shown 
that exogenously increasing eIF4E cellular levels can transform cells into 
tumorous cells. (25) The three eIF4E isoforms observed seem to be in-
volved in cell differentiation and proliferation. Because eIF4E is the rate 
limiting protein in translation initiation, manipulating native concentra-
tions of this protein can have wide effects on cell metabolism and growth. 
(3) Over-proliferation can be due to malfunctions in spermatogonial dif-
ferentiation into spermatocytes or from eliminating the stem cell niche of 
GSC and CySC through some form of retrograde signaling. 

To elucidate the separate functions of the male testis-specific isoforms, Co-
IP will be optimized to reveal protein interactions and RNA interactions. 
This will determine if each isoform forms a preinitiation complex and pro-
motes translation. Previous studies in eIF4E interactions were performed 
in a Yeast two Hybrid screen, which are known to produce false positives 
when testing protein interaction. Additionally, performing Co-IP followed 
by RNA sequencing would elucidate whether isoforms have preferences in 
binding distinct populations of mRNA. Additionally, knockout (KO) flies 
can be generated to observe if phenotypes worsen. Since these proteins are 
overwhelmingly localized in the testis, KO lines should have no effect on 
the other physiological processes within the fly. Some controls also need to 
be performed to confirm the phenotypes we observed in the KD flies. RT-
PCR and western should be performed on both single knockdowns and 
double knockdowns. eIF4E-7 localization patterns need to be elucidated. 
The antibodies raised against this protein that we have is non-specific, 
so new antibodies raised against a separate peptide of the protein should 
be created to further characterize this protein. Lastly, mutants should be 
probed with additional sets of protein markers to discover which molecu-
lar mechanisms are disrupted.

Conclusion

Based on distinct localization patterns, variable knockdown pheontypes, 
and documented protein interactions, we conclude that eIF4E isoforms 
have essential roles in spermatogenesis. eIF4E-4 and eIF4E-5 are func-
tionally redundant in pre-meiotic sperm development, while they contain 
separate functions in post-meiotic development. eIF4E-7 is distinct from 
all other testis specific isoforms and is involved in cell differentiation, pro-
liferation, and stem cell niche maintenance. Characterizations of eIF4E-4, 
eIF4E-5, and eIF4E-7 contributes to the growing collective knowledge on 
eIF4E isoform function. Their unique localization patterns and distinct, 
vital roles indicate that the isoforms are key players in post-transcriptional 
regulation. 
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Fig. 1. eIF4E. (A) eIF4E binds to the 5’ methyl cap. It then recruits eIF4G that binds 
eIF4a to form the eIF4F complex and associate with PABP to circularize the mRNA. 
Afterwards the 43S ribosomal subunit binds to the mRNA.  (Molecular cell biology. 
(Macmillan, 2008)). (B) eIF4E-4 and eIF4E-5 share close homology. (C) eIF4E isoforms 
are present on the 3rd chromosome. Out of these, eIF4E-6 and eIF4E-8 do not inter-

act with eIF4G. 

Fig. 3. GAL4/UAS-RNAi System. An endogenous tissue-specific promoter activates 
GAL4 expression to subsequently bind the UAS promoter and transcribe a ~300 
base pair inverted repeat that is complementary to a specific gene. After transcrip-
tion the RNA forms a hairpin RNA that is processed by Dicer 1 to form small interfer-

ing RNA that is recruited and used by RISC to degrade specific mRNAs. 
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Fig. 2. Spermatogenesis. (A) Spermatogenesis begins at the apical tip where GSC 
and CySC divide and differentiate. As the cyst develops, it migrates towards the dis-
tal end of the testis. Spermatid polarity is maintained with heads facing the distal 
testis and tails pointing to the apical testis. (B) Fusome develops to interconnect 
spermatocytes and early spermatids. In spermatogonia, undeveloped fusomes are 
present as round clusters. (C) Individualization complex (IC) is composed of actin 
cones and myosin VI that migrates down the spermatid axoneme to individualize 
sperm and push excess cytosolic content to the tail end, forming waste bags. (D) 
Only healthy sperm eject from the bundle and eject into the seminal vesicle. De-

formed sperm coil into the waste bag, awaiting autophagy. 

Fig. 4. Single KD Crossing. (A) A single cross was performed to generate single KD 
crossing. (B) 4E7;BG4;Dcr2 KDs were formed from self-crossing eIF4E-7 single KDs. 

eIF4E-7 KD males were fertile so crossings were not problematic. 

Fig. 6. Knockdown Confirmation. (A) eIF4E-4 is successfully knocked down. The rab-
bit anti-eIF4E-4 antibody binds non-specifically, and these extraneous bands served 
as loading controls. (B) eIF4E-5 is knocked down successfully with rat anti-eIF4E-5 

antibody. Almost no non-specific bands were bound.  

Fig. 7. Wild-type phase contrast testis. (A) Phase contrast image of a wild-type testis. 
(B) Apical tip can be seen containing CySC, GSC, spermatogonia, and spermatocyte 
cysts. (C) Distal end shows mature spermatid bundles ready for ejection into the 
seminal vesicle. (A’) Secondary spermatocytes containing dark nebenkern paired 
with light nuclei. (B’) Elongating spermatids that have not yet undergone individual-

ization. (C’) Individualized sperm with cystic bulges and waste bags. 
*Scale bar 100 m (n=50)
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Fig. 8. eIF4e-1 and eIF4E-3 Expression. (A,A’) eIF4E-1 stains both somatic cyst cells 
and germ cells during early spermatogenesis. (B,B’) Spermatogonia and spermato-
cytes contain eIF4E-1 in the cytosol. DAPI staining concentrates at this apical tip. 
(C,C’) eIF4E-1 is only present in somatic cyst cells that surround spermatid bundles 
during late stage spermatogenesis. DAPI stains clustered nuclei at the heads of sper-
matids. (D) eIF4E-3 stains germ cells that have not completed meiosis. (E) eIF4E-3 is 
present in the cytosol of spermatocytes but not in spermatogonia or GSC. (F) eIF4E-3 
is seen in early elongating spermatids but becomes absent in subsequent develop-

mental stages. 
*Scale bar 100 μ μm (n=40) 

Fig. 9A. eIF4E-4 and eIF4E-5 localization. (A,B,C) eIF4E-4 localizes in germ cells, IC, 
and post-individualized germ cells. (A’,B’,C’) eIF4E-5 expresses in all germ cells, with 
increased signal in spermatid bundles and terminal spermatid tails. *Scale bar 100 

μm (n=10)

Fig. 9B. eIF4E-4 Antibody confirmation. (A) eIF4E-4 staining is absent in this KD testis. 
(A’) eIF4E-5 staining is unaffected by eIF4E-4 KD. (B) eIF4E-4 staining is unaffected 
by eIF4E-5 KD, indicating specificity of respective primary antibodies and KDs. (B’) 
eIF4E-5 KD removes eIF4E-5 staining in spermatid bundles. (B’’) DAPI in the distal 

testis shows nuclei remain tightly clustered
*Scale bar 100 μm (n=10) 
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Fig. 10A. Actin localization in testes. The IC is assembled near the distal end (B) and 
travels down the spermatid towards the tail in the apical end (C)

*Scale bar 100 μm (n=30)

Fig. 10B. A-tubulin localization in testes. a-tubulin is ubiquitously expressed but 
shows preference for the axoneme (C) and cyst cells (B).

*Scale bar 100 μm (n=30) 

Fig. 10C. eIF4G localization in testes. eIF4G is present in both cyst cells and germ cells 
at the apical end (B), but only in cyst cells at the distal end (C) 

*Scale bar 100 μm (n=30)

Fig. 10D. eIF4G-2 localization in testes. eIF4G-2 localizes in all germ cells, and shows 
increased concentration in the terminal ends of spermatid tails (B)

*Scale bar 100 μm (n=30)
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Fig. 10E. Orb localization in testes. Orb exclusively stains the terminal tails of individ-
uated sperm bundles. They collect in the waste bags (B)

*Scale bar 100 μm (n=30)

Fig. 10G. Vasa localization in testes. Vasa is a germ-line specific protein that primarily 
localizes in GSC, spermatogonia, and spermatocytes. 

*Scale bar 100 μm (n=30) 

Fig. 10F. Adducin localization in testes. Adducin co-localizes with the fusome, a struc-
ture mainly present in pre-meiotic germ cells. This organ maintains interconnections 

between cell clusters (B) to ensure synchronous development 
*Scale bar 100 μm (n=30)

Fig. 11. eIF4E-3 KD. (A) eIF4G-2 distribution in germ cells is normal. (A’) Individual-
ization complexes are not present. (A’’) Apical DAPI staining remains normal, but 
subsequent stages show nuclei dispersed along spermatid tails and lack clustered 
needle nuclei. (B) eIF4G expression is normal. (B’) Orb is mislocalized and does not 
concentrate in waste bags. (C)  a-tubulin is ubiquitously expressed and shows axo-
neme formation. (D) No mature sperm are formed. Spermatocytes contain multiple 

nuclei per cell. 
*Scale bar 100 μm (n=40)
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Fig. 12. eIF4E-4 KD. (A,A’) eIF4G distribution is undisturbed. (B) eIF4G-2 expression 
remains the same, with extra signal in terminal spermatid tails. (B’) Actin stains IC 
seen traveling down spermatid bundles. (C) Vasa stains spermatocytes, spermatogo-
nia, and GSC. (C’) Orb formation occurs normally in waste bags. (D) Coiled sperm are 

seen at distal end
*Scale bar 100 μm (n=40)

Fig. 13. eIF4E-5 KD. (A) eIF4G-2 expression appears normal. (A’) IC are seen in the 
distal end of the testis but is absent from the apical tip. (B) eIF4G is expressed in germ 
cells in spermatocytes, but localizes in cyst cells afterwards, as is seen in wildtype 
(B’) y-tubulin is found ubiquitously in the testis and normally distributed. (C) Vasa is 
seen primarily staining GSC, spermatogonia, spermatocytes, and early spermatids. 
(C’) Orb formation at the tails of spermatids highlights wastebags. (D) Germ cell de-
velopment is altered at the distal tip. Abnormal spermatids collect here. (D’) Mutant 

coiled sperm are shown here. They are isolated within cyst cells
*Scale bar 100 μm (n=50)

Fig. 14. eIF4E-7;BG4;Dcr2 Single KD. (A,B) Vasa continues 
to stain early germ cell stages, but it can be seen that 
cell division of these cells occurs with errors. (B) shows 
that vasa is strikingly absent in these spermatogonia. In 
(A), cyst formation has ceased and cells no longer form 
clusters. (A’) Adducin shows the fusome is underdevel-
oped and present throughout the testis, showing that 
these cells are undifferentiated. (B) shows normal fu-
some branching, indicating that early germ cells main-
tain interconnections in some mutants. (C,D) eIF4G-2 
appears to have decreased levels in stages before 
secondary spermatocytes. (C’,D’) orb staining here is al-
tered. The protein is dispersed and is seen to localize in 
the middle segment of some spermatids. Distribution is 
not solely in waste bags. (E) Testis is filled with undiffer-

entiated germ cells. No spermatids are seen
*Scale bar 100 μm (n=20, 11/20 exhibit phenotypes) 
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Fig. 15. eIF4E-4/eIF4E-5 Double KD. (A) eIF4G-2 highlight the absence of spermio-
genesis. Germ cells do not develop properly and instead remain undifferentiated 
small cells. eIF4G-2 is absent in the terminus of the testis, where the coiled sperm are 
located. (A’’) shows that the small cells fill the entire testis at high concentration. The 
typically high concentration of DAPI at the apical end is no longer distinguishable. 
(A’) Orb localization is defective and only present in the coiled sperm. No sperma-
tid bundles are developing, so no new waste bags are being formed. (B) a-tubulin 
shows the lack of axoneme formation. Spermatogenesis has ceased to continue. (B’) 
No IC can be seen. Without spermatids developing, the IC does not assemble. (C) 

Testis is filled with a mix of undifferentiated cells and coiled sperm. 
*Scale bar 100 μm (n=20)

Fig. 16. eIF4E-5/eIF4E-7 Double KD. (A) Vasa only stains a small segment of the tes-
tis at the apical end. There is a small number of pre-meiotic germ cells present. (A’) 
Adducin staining supports the data revealed by vasa marker. Fusome branching oc-
curs exclusively in the few spermatocytes left. In comparison to (A’’), (B’’) testis shows 
more mutations in cell division and differentiation. (B) eIF4G-2 stains the entire testis 
except for the distal end. The germ cells present in this mutant are approximately the 
same size throughout (B’) Orb shows that this end is filled with coiled sperm. Orb ex-
pression is defective due to the absence of spermatid bundles. (C) Early germ cell de-
velopment is disrupted, with no cyst formation. Coiled sperm are found at distal end. 

*Scale bar 100 μm (n=20, 15/20 exhibited phenotypes) 
 

Figure 5. Double KD Crossing. (A) 
eIF4E-4/eIF4E-5 double knockdown 
flies were formed here. Three crosses 
are needed to generate the double 
knockdown. eIF4E-5 UAS lines were 
crossed last due to the partial infertility 
of eIF4E-5 KD. (B) eIF4E-5/eIF4E-7 dou-
ble knockdown males were generated 

through this cross
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Cosmic Strings and The Origins of Globular 
Clusters

Alistair Barton1 , Ling Lin1, Shoma Yamanouchi1

Abstract

Background: Globular clusters are galactic structures whose origin is not well understood. In this paper we 
propose that their origin may be found in the accretions formed around cosmic string loops.

Methods: To test this hypothesis we derived the mass distribution that would be associated with the ac-
cretions and compared it to the observed mass distribution of globular clusters in our galaxy. Our derived 
distribution left us one free parameter (cosmic string tension) which we varied to optimize the fit. Once 
optimized, we compared the shape of the distribution and the number density that our model predicted 
with empirical observations. Later, we derived how velocity effects would alter the shape of this distribution.

Results: We achieved significant agreement between our model and observed values. Furthermore, the op-
timal tension corresponds to particle physics theories that have not been ruled out. Our analysis further 
suggests that globular clusters form around slowly moving (< 3% the speed of light) cosmic string loops; any 
model with significantly faster cosmic string loops would contradict our hypothesis.

Limitations: Our results were obtained by using numerous approximations (such as the Zel’dovich approx-
imation) and thus should be treated as an order of magnitude estimation. Our data was also limited to 
observed globular clusters within the Milky Way, limiting our sample size to approximately 120 globular 
clusters.

Conclusions: We managed to obtain strong agreement between our model and observed globular clusters, 
suggesting that they may be seeded by cosmic string loops. This also serves to explain many other charac-
teristics of globular clusters, such as age, density and location. The analyses used in this report can also be 
used when considering the formation of other accretion objects, such as ultra-compact-minihalos.

Background

Inflationary Cosmology

The main focus of cosmology is the study of the Universe on the largest of 
scales. In the inflationary model, the Universe expanded exponentially af-
ter the Big Bang. This exponential growth era is known as the inflationary 
epoch, and lasted from 10-36 seconds to 10-32 seconds after the Big Bang, 
after which the Universe continued to grow, but at a less accelerated rate. 
It is important to note that “growth” here signifies a stretching of space in 
all directions at all points.

Following inflation were the successive radiation-dominated and mat-
ter-dominated eras. The transition time between the two, or the time of 
equal matter and radiation, is denoted teq. Fig. 1 shows the timeline of the 
Universe, and how it evolved over time. Before teq, much of the energy in 
the Universe was in the form of radiation, dominating the Universe in a 
state of disorder and preventing electrons from being captured by nuclei. It 
is only after teq that we begin to see the formation of neutral hydrogen and 
large structures such as stars and galaxies (this occurs slightly after teq: the 
time of Cosmic Microwave Radiation). It is in explaining the formation of 
these stellar objects that cosmic strings come into play.

Cosmic String Loops

The early Universe is known to have been nearly uniform in all aspects. 
This raises the question of how the mass discrepancies in today’s Universe 
arose (e.g., the difference in stellar density within and outside of galaxies). 
The inflationary model partially solves this problem by allowing random 
early Universe quantum fluctuations to grow to a large scale and have a 
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Fig. 1. Artistic impression of the early history of the Universe 
with reference to (1, 2) by Ling Lin. Note that cosmic string loops 
form during both the radiation and matter dominated epochs 
(to the left and right of the time of equal matter and radiation 

respectively), while structure formation occurs much later.
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significant role in the evolution of our Universe. However, it is not suc-
cessful at explaining the origin of globular clusters, so we turn to cosmic 
string loops as a potential source. 

In the early Universe, all of space was highly dense and energetic (a “cos-
mic soup”). This corresponds to an excited state in each of the elemen-
tary-particle-fields. It is imperative to note that these excitations were 
statistically homogenous throughout the field. However, as the Universe 
cooled down, the excitations in the field died down. During this cooling 
period, topological defects in the fields may have formed. These defects 
arise in cases where the field values minimizing the potential energy form 
a circle in field space around a region of higher energy (we will call it a 
‘hole’). Thus, as the excitations cool, the field values at different points in 
space take on values, bordering the hole, corresponding to the minimum 
potential (this is referred to as symmetry breaking). However, due to cau-
sality (no information can travel faster than the speed of light), there can 
be no correlation between the field values of distant enough regions of 
space. This causes the field values along some closed paths to take the min-
imum values encircling the hole in field space, requiring a location in the 
interior of the path where there must be, to retain continuity of the field, 
a core where the potential energy is not at its minimum value, causing a 
defect of extremely high energy density. For certain potentials (arising in 
a large class of particle physics models beyond the Standard Model of par-
ticle physics), these defects are cosmic strings: one-dimensional regions 
of extremely high energy density. Because these strings form early in the 
Universe (before teq), they would have ample time to attract enough matter 
to form large scale objects such as galaxies (see Fig. 1).

Cosmic strings may be seen as analogous to defect lines in crystals and 
vortex lines in superfluids and conductors. These strings may also inter-
sect each other and form closed loops (Fig. 2). These loops could also play 
a role in structure formation, and would start to accrete matter at teq: when 
matter becomes the dominant form of energy.

Introduction

Globular clusters are very tightly bound spherical collections of high star 
population. They are unique for being found in galactic halos, rather than 
in the galactic disks, and being much older than other star clusters. Their 
origin is not yet well understood. (3, 4)

In this paper, we propose that globular clusters may have their origin in 
the activity of cosmic string loops: onedimensional objects of trapped en-
ergy arising from symmetry breaking in certain particle physics models. 
These models will result in a network of cosmic strings of infinite length 
in the early Universe that will persist until the present day.

The network of cosmological strings is characterized by a mean separation 
distance ζ(t) that scales with the expansion of the Universe. This separa-

tion distance determines the likelihood of the collision of cosmic strings, 
which produces loops. Likewise, the resulting network of cosmic string 
loops, which we will focus on, is characterized by a critical loop radius Rc1(t) 
whose corresponding mass dominates the mass distribution of loops.

These loops are present at very early times, forming non-linear objects before 
the formation of galaxies. The objects could then evolve into dense clumps 
which would be distributed through the galactic halo (as string loops would 
initially be roughly uniformly distributed in the region that falls in to form 
the galaxy).

Meanwhile, the cosmological effect of the cosmic strings is characterized by 
the constant mass per unit length of the strings µ (usually expressed as the 
dimensionless Gµ, where G is the gravitational constant).

In this study, we fix Gµ by demanding that the mass accreting around a loop 
with radius Rc1 agree with the observed peak in the globular cluster mass 
distribution. From fixing Gµ, we are then able to predict both the number 
density and mass distribution of globular clusters and find that they agree 

Fig. 2. Here we can see loop formation by two different mecha-
nisms: intersection of two string segments on the left (resulting 
in a loop in addition to the two original string segments), and 
self-intersection of a segment on the right (resulting in a loop in 

addition to the original string segment).

Fig. 3. Artistic impression of the Milky Way Galaxy by Ling Lin.

Fig. 4. A network of strings. We can see two infinite strings in 
addition to numerous loops of various radii.
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with the observed results. As accretion around loops starts shortly after 
creation—at the time of matter and radiation equality—this mechanism 
offers an explanation for why globular clusters are the oldest structures in 
a galaxy. Our proposed mechanism further offers an explanation for why 
globular clusters are found in the galactic halo, as previously described.

In the following sections, we will first review the relevant literature on cos-
mic string loop distributions. Then, we will present our computations of 
Gµ and the resulting predictions it makes about globular clusters, compar-
ing with observed values. We analyze how incorporating the initial veloci-
ty of loops affects our predicted mass distribution of globular clusters. This 
is then once more compared with the observed mass distribution of glob-
ular clusters in our Milky Way galaxy. Finally, we present our conclusions.

Cosmic String Loop Distribution

We can characterize cosmic strings by their tension (or mass per unit 
length) µ which is related to the energy scale η of the new physics by µ = η2. 
It is important to note that µ is proportional to the gravitational strength 
generated by the string.

Cosmic strings have historically been hypothesized (5) to have seeded 
various cosmic structures. The ‘one string–one galaxy’ hypothesis—that 
galaxies originated by coalescing around cosmic strings—required a string 
tension of Gµ ~ 10-6, corresponding to an energy scale beyond observed 
physics. However this model has since been ruled out by observations of 
the Cosmic Microwave Background (CMB) radiation (6, 7, 8, 9, 10, 11, 12, 
13, 14) which set an upper limit on the string tension of

Gµ < 2 (10-7) [1]

This is a generous bound which may be lowered by further analyzing CMB 
maps (15, 16, 17) or by constraints on the gravitational waves generated 
by strings. (18) These constraints restrict string loops from being heavy 
enough to produce large scale structures, however, strings can still play a 
significant role in cosmology while observing this bound, as we will ex-
plore.

In this paper, we will consider a model for the distribution of strings which 
implies that the loop’s radius R (which remains approximately constant) is 
proportional to its time of formation ti. (19, 20) Once formed, the number 
density of loops of radius R will decrease due to the expansion of space, 
and existing loops will slowly decay as they lose energy to gravitational 
radiation. (21) This leads to loops with a radius less than a certain critical 
radius Rc1(t) decaying within the age of the Universe.

From what we know, we can determine the number density, n(R,t), of 
string loops of radius R for times after matter-radiation equality, to depend 
on whether loops were formed before or after teq. (22) We can simplify this 
by ignoring loops forming at a time ti after teq (as they would have less 
times to accrete matter), giving us the number density seen in Fig. 5. We 
can then find the total number density of strings by integrating n(R,t) over 
R. It is important to note that the number density will reach its peak at R 
≤ Rc1(t), and its peak will be proportional to (Gµ)-5/2. (22) We also can see 
that smaller values of Gµ will lead to larger loop number densities, allow-
ing more to fall into galaxies during galaxy formation.

Using the results we’ve obtained from this section, we are now prepared to 
examine the possibility that string loops seed the globular clusters situated 
in the galactic halo.

Globular Clusters from Cosmic Strings

Linear cosmological perturbation theory tells us that accretion of matter 
around a cosmic string loop starts at teq. At this time, the mass distribution 
of the string loops is dominated by the mass Mc associated with loops of 
the critical radius Rc1. Though these cosmic string loops will have decayed 
by the present time, the objects they seed will continue to grow.

Assuming accretion continues to the present time, the mass which has ac-
creted about these seed loops will have a dependence on Gµ. (23) Taking 
the peak mass of globular clusters in our galaxy to be MGC ~ 105 solar mass-
es into the number density formula, we obtain

Gµ ~10-9.5 ≈ 3(10-10) [2]

We estimate the number density of globular clusters within a galaxy by in-
tegrating the number density in Fig. 5 over all radius values R, and includ-
ing a factor to compensate for the collapsing of loops around the galaxy 
into the galaxy. (24) Inserting our estimate for Gµ from Equation [2], we 
get a number density of globular clusters within galaxies of: (22)

nlocal ~ 10-2 (kpc)-3 [3]

Note that this is of the same order of magnitude as the observed number 
density of globular clusters inside the Milky Way.

In our analysis so far, we have taken only the peak mass of our string mass 
distribution Mc to fix our only free parameter: the string tension. We now 
derive the rest of the mass distribution. As loops with radius R > Rc1 barely 
decay over the time scale of the Universe, we can say that for M > Mc, the 
mass distribution will follow the radius distribution and scale as M-5/2. For 
loops of smaller radius (and M < Mc) that do decay, we predict a linear 
decay since the loop radius distribution is constant; however, loops with 
radius smaller than Rc1 live only a fraction of the age of the Universe.

In Fig. 6, we compare the predicted distribution (the solid lines) and the 
observed distribution (25) (histogram values) of globular clusters in the 
Milky Way. The curves are obtained by making a change of variable from 
R to M on the number density of loops when accretion starts at teq (n(R,teq) 
→ n(M,teq) (dR/dM)), and then accounting for the expansion of space and 
the accretion of matter (using cosmological red-shift and the Zel’dovich 
approximation), (24) finally we multiply by the bin size and the volume of 
the Milky Way. We also plot various values of Gµ and see that increasing 
Gµ increases the peak mass but decreases the predicted number of globu-
lar clusters. The solid blue curves minimizes χ2 and is a surprisingly good 
fit of both the shape and the peak number density at the same value of Gµ 
at Gµ = 5 .43(10-10). The shape and the order of magnitude accuracy in 
particular are reassuring, as the scale of the function depends on a few ap-
proximations and values obtained from simulation results, and therefore 
has some wiggle room while the shape of the function is precisely derived.

A notable omission in this section is that we have neglected the interac-
tions between globular clusters and the highly chaotic processes of galaxy 

Fig. 5. The distribution of cosmic string loop radii. Note that 
there is a large drop-off after Rc1.
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formation that may cause changes to the mass function as a function of 
time in our analysis.

Effect of Cosmic String Velocity

All of the calculations above assumed that cosmic strings are created, and 
remain, at rest. Recent numerical simulations (26) tell us that loops are 
typically born with translational velocities that are sizable fractions of the 
speed of light. Since long string segments usually have relativistic speeds, 
it is unsuprising that string loops will also gain significant velocities as they 
split off from string segments. When velocities are taken into consider-
ation, accretion will not be spherically symmetric. Additionally, accretion 
onto a moving loop may be much less efficient compared to accretion on a 
stationary loop. It should be noted, however, that loop velocities also slow 
down as they age due to the expansion of space (so called ‘red-shifting’), 
dampening the effect. In this section, we will approach the effect velocities 
through two different analyses: one considering spherical accretions and 
one considering more irregular accretions.

Analysis 1

We first focus on loop velocities that give a tight spherical accretion by 
making sure the distance Δr(R) the centre of the loop has moved before 
decaying is smaller than the current physical distance h(R,t0) (27) from the 
center of a string loop to the accreted mass shell (in such a way we can be 
sure the loop remains within the accretion region):

Δr(R) < h(R,t0) [4]

If the loop moves further than this, we assume that no globular clusters 
forms. Writing the displacement Δr(R) in (Equation [4]) as the integral of 
velocity from teq, when strings loops begin accreting mass, to the present 
time, we obtain an upper bound vi on the initial velocity of accreting loops. 
Approximating the distribution of initial velocities in each of three spatial 
directions to be a step function and taking the integral of the velocity dis-
tribution over accreting velocities (from zero to vi), we find that the rate 
of globular cluster formation is suppressed by a multiplicative factor S(R):

Fig. 6. Our model’s predicted globular cluster mass distributions in the Milky Way for various values of Gµ. The horizontal axis is mass on a logarithmic scale, the vertical axis gives the ex-
pected number of clusters on a linear scale. The histogram show the data taken from (25). For the curves Theoretical 1, 2, 3, 4 we set Gµ as 2.92(10-10), 3.98(10-10), 5.43(10-10) and 7.41(10-10) 

respectively. Curve 3 (Gµ = 5.43(10-10) minimizes χ2.

S(R) proportional to (Gµ)R-1/2v--3
max, [5]

where vmax is the maximum velocity of string loops, obtained through sim-
ulations. Note that this suppression factor only applies if it is less than 1. 
Thus, setting Rc2(Gµ,vmax) such that S(Rc2) = 1, we find that for values of 
R < Rc2, there is no suppression from velocity effects and for R > Rc2 the 
suppression is given by Equation [5]. It is important to note that Rc2 is a 
decreasing function of vmax–unlike Rc1, which is independent of vmax (re-

Fig. 7. Analysis 1 - Relation between Gµ and vc
max. The horizontal 

axis is velocity on a linear scale and the vertical axis gives the Gµ 
on a logarithmic scale. Note that if, for a given Gµ, vmax (as deter-
mined by simulations) falls into the region below the curve then 
Rc1 > Rc2; likewise, Rc1 < Rc2 if vmax is in the region above the curve.
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call that Rc1 is the peak of the mass distribution when we ignore velocity 
effects). We can then obtain a critical maximum velcocity vc

max at which 
Rc2(vc

max)=Rc1:
vc

max proportional to (Gµ)1/6 [6]

Note that vc
max is solely a function of Gµ, whose relation is graphed in Fig. 

7. Hence, improving cosmic string loop simulations will deterimine if vc
max 

is reliable and will give insight to the bounds on the string tension pa-

rameter. The importance of vc
max is that it allows us to classify our models 

into two species. If we have vmax such that Rc2(vmax) > Rc1(=Rc2(vc
max)), then 

vc
max is an upper bound for vmax; likewise, for Rc2(vmax) < Rc1, we will have 

vmax > vc
max. This is illustrated in Fig. 7. Inputting the suppression factor 

into our earlier calculations, we obtain an updated relation between Gµ 
and the distribution in Fig. 8 and a new dependence on vmax in Fig. 9. In 
the case where Rc2 > Rc1, the mass distribution scales as M-3 for R > Rc2, as 
M-5/2 for Rc2 > R > Rc1 and as a linear decay for mass smaller than Mc by the 

Fig. 8. Analysis 1 - Dependence of the mass function on Gµ at vmax =3 .00(10-2). The horizontal axis is mass on a logarithmic scale, the vertical axis gives the number density on a linear scale. 
The histogram shows data taken from (25). For the curves Theoretical 1, 2, 3, 4 we set Gµ as 2.92(10-10), 3 .98(10-10), 5.43(10-10), and 7 .41(10-10), respectively. Noitce that for curves 1 and 2, Rc2 

< Rc1; for curve 3, Rc2 = Rc1; and for the solid green curve Rc2 > Rc1. Curve 3 minimizes χ2 for this particular vmax.

Fig. 9. Analysis 1 - Dependence of the mass function at Gµ = 5.43(10-10) on vmax. For the curves Theoretical 1, 2, 3, 4 we set vmax as 1.00(10-1), 6.46(10-2), 3.44(10-2) and 3.00(10-2) respectively. 
Notice that for all vmax< 3.00(10-2) we would obtain curve 4. The axes and data are the same as in the previous figure.
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same reasoning as before. Meanwhile, for Rc2 < Rc1, the mass scales as M-3 
for R > Rc1, as M1/2 for Rc2 < R < Rc1 and decays linearly for R < Rc2. Note 
that the mass function when Rc2 >Rc1 is very similar to the previous mass 
function. In Fig. 8, we show that varying Gµ shifts the peak position and 
amplitude of the mass for a fixed vc

max. For Rc2 > Rc1, initial velocity effects 
are negligible. However, for Rc2 < Rc1 but very close to the value of Rc1 there 
is a slight suppression in the region Rc2 < R < Rc1 from velocity effects. This 
is where the importance of vmax comes into play. Given a Gµ value, we can 
run simulations to obtain the associated vmax. From plotting it in Fig. 7, we 
are immediately able to tell the general shape of its accretion distribution.

In Fig. 9, we consider Gµ =5.43(10-10) which minimizes χ2 in Fig. 6, we 
find from varying vmax that for vmax < 3.00(10-2), velocity has little effect on 
mass distribution of globular clusters in the Milky Way galaxy. However, 
for vmax >> 3.00(10-2) we will not obtain a mass distribution as the majority 
of strings will be moving too fast to maintain their accretion.

Analysis 2

In this anlaysis we relax the condition that accretion is exactly spherical 
using the loop accretion sphericity equation b(t) (described in, (28) such 
that b(t) = 1 for a nearly spherical object and decreases for more elliptical 
shapes) by consider a slightly lower bound by setting b(t) > 10-1. Evaluat-
ing for vi we find that the upper bound on the initial velocity of accreting 
loops in this analysis differs by only a factor of 101/3 from the upper bound 
found in the first analysis. From here, performing the same steps as in 
Analysis 1 would obtain results that are larger by a factor 101/3. We can 
understand this as being due to the accretion being stretched in the di-
rection of loop motion; this forces the loop to travel further to disrupt its 
accretion. This effect can be seen clearly by determining the new vc

max and 
graphing it as in Fig. 10.

Accretion Retention in Different Geometries

As an interesting aside, we can model highly nonspherical accretions that 
arise from very fast-moving loops by following the analysis in. (28) First, 
we determine half of the turnaround mass from a string with some initial 
velocity approximated by a paraboloid. Assuming that the accreted mass 
has uniform density, we then approximate the other half of the accreted 

mass to be spherical. This gives the total mass:

Mns
t = (4/5)ma(t). [7]

Comparing this to the mass from spherical accretion Ms
t = (2/5)ma(t), we 

see that non-spherical accretion results in a mass that is larger by a factor 
of two.

Conclusion & Discussions

The calculations above indicate that the mass distribution of string loops 
with mass per unit length Gµ ~ 10-9.5 accurately explains the origin of 
globular clusters. In our model, we hypothesize that the string loops that 
dominate the loop mass distribution at teq act as seeds for globular cluster 
formation. Without taking into account velocities (i.e. loops have no initial 
velocity, vi), we predict that the number of globular clusters in a galaxy will 
be proportionate to the mass of the galaxy.

When initial velocity is taken into account, we see that these translational 
motions play a small but noticeable role in the accretion of matter during 
the matter-dominated era. We see that cosmic string loops, born in the ra-
diation era with initial velocity vi, will travel a certain distance. Comparing 
this distance with the total size of the accreted matter gave rise to two dis-
tinct critical radii, Rc1 and Rc2. In another analysis, we demanded that b(t) 
> 10-1. This ensures that the accreted object is roughly spherical in shape. 
Our theory predicts a cutoff velocity: any loops with higher translational 
speeds will simply not form any observable objects.

Aside from globular clusters, it is noteworthy to mention that the analyses 
discussed in this report may also be applied to ultra-compact-mini-halos, 
as they too can be manifestations of cosmic string loop accretions. One 
question not discussed here is the formation of stars inside the accreted 
matter. (29, 30) It is entirely possible that there will be a significantly dif-
ferent star formation process for matter accreting onto a string loop inside 
a galaxy, as opposed to in a field (open area) in between galaxies.
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Understanding the 2013-2015 Ebola Out-
break

Janna Shapiro1

Abstract

Background: The 2013-2015 Ebola outbreak caused severe human suffering and a global health crisis. Ebola 
Virus (EBOV) is a naturally zoonotic RNA virus that has several immune-evasion mechanisms and can cause 
serious disease and death in humans. The massive impact of the recent epidemic is unique in the 40-year 
history of this pathogen. Scientists and public health officials around the world are researching the factors 
that may have contributed to the scale and devastating nature of the 2013-2015 outbreak. 

Methods: Terms searched online through the McGill library and Medline Ovid included “Ebola”, “immune 
evasion”, “sequencing”, “Ebola glycoprotein” and “zoonotic transmission”. Only articles published since 2014 
were selected. 

Summary: In this review article, we will provide discussion on the principal factors contributing to the un-
usually destructive nature of the 2013-2015 Ebola outbreak.  Interestingly, although several nonsynony-
mous mutations have been observed in the recently circulating strains, they were not the principal cause of 
the unusually devastating nature of the outbreak. Instead, the high rate of transmission was likely caused 
by sociological factors, such as population dynamics and late detection of the outbreak. However, there is 
evidence to suggest that once the high rate of transmission in humans was established there was selective 
pressure on the virus to evade the human immune system. This selective pressure may have exacerbated an 
already deadly outbreak. Ongoing research efforts indicate that there is still much to be discovered about 
the virus and the control of outbreak management. 

Introduction

The 2013-2015 outbreak of Ebola Virus Disease (EVD) had 28,637 report-
ed cases and 11,314 deaths in West Africa, with widespread transmission 
in Guinea, Liberia and Sierra Leone. (1) Several other regions have also 
been affected, with cases in other parts of Africa, Europe, and the United 
States. (1) In comparison, in the 24 previously recorded outbreaks from 
1976 to 2013, a total of 2,400 cases were reported, with only seven of these 
outbreaks resulting in greater than 100 reported cases. (2) The unprece-
dented scale of the 2013-2015 Ebola outbreak has raised many questions in 
scientific and public health communities about the factors which contrib-
uted to the virulence and high level of human-to-human transmission that 
characterized this outbreak. The long-term impacts of EVD on survivors 
as well as the affected regions are still unclear.

    Early sequencing data from strains circulating in Guinea suggested that 
a single introduction event from an unknown reservoir was the source of 
the outbreak. (3) This strain of EBOV had not been previously defined, 
and was named “Makona”, after the Makona River situated at the border 
of Liberia, Guinea, and Sierra Leone. (3) In addition to Makona, a sec-
ond strain, named “Lomela” was associated with approximately 70 cases 
of EVD in the Democratic Republic of the Congo. (3) Research suggests 
that fruit bats may be the natural reservoir of EBOV; however many other 
organisms, such as gorillas and chimpanzees have been found to harbor 
the virus. (4, 5) The identification of the unknown natural reservoir of 
EBOV and the characteristics that differentiate Makona from previous 
EBOV strains will continue to be important in gaining a more complete 
understanding of EVD.

EBOV, also known as Zaire Ebolavirus, is a negative-sense single-stranded 
RNA virus of the Ebolavirus genus of Filoviridae family. (6) Of the 5 spe-
cies in the Ebolavirus genus, Zaire Ebolavirus is the member species, and 
there are four other species in the Ebolavirus genus including the most 
virulent. (7) The RNA genome codes for seven genes that are processed 
into eight proteins. (8) The ribonucleoprotein complex is made up of the 
viral genome and viral proteins nucleoprotein (NP), large structural pro-
tein (L) (the RNA-dependent RNA polymerase), and viral proteins 35 

(VP35) and 30 (VP30). (8) The viral envelope is derived from the host cell 
surface, which has been lined with viral proteins 40 and 24 (VP40/VP24), 
the matrix proteins. (8) The glycoprotein gene codes for a transmembrane 
protein, called GP or GP1,2, and a soluble glycoprotein called sGP. (9)  GP is 
cleaved after translation to form the GP1 and GP2 subunits, and allows the 
virus to interact with host cells. (9) Specifically, GP1 mediates attachment 
to the host cell, while GP2 mediates fusion. (9) The exact role of the, (sGP), 
is unknown. (6) 

Two mechanisms have been described which allow EBOV to evade the 
human immune system during infection.(6) The first mechanism is medi-
ated by VP35 and VP24. (6) These viral proteins inhibit type 1 interferon 
(IFN) production and signaling, an important part of the innate immune 
response against viruses. (10) VP35 binds to double-stranded (ds) RNA 
as well as the 5’ cap structure to protect the viral dsRNA from being rec-
ognized by cellular sensors of foreign RNA. (10) As depicted in Fig. 1, 
this prevents the activation of the retinoic acid inducible gene I (RIG-I) 
pathway and therefore the production of IFN-α and IFN-β, which are nec-
essary in establishing an early immune response. (11) VP24 interferes with 
karyopherin-1α, the protein that transports signal transducer and activa-
tor of transcription 1 (STAT1) into the nucleus. (12) There is also evidence 
that VP24 interacts directly with STAT1. (13) When STAT1 is inhibited 
from entering the nucleus, it cannot activate transcription of the genes 
needed for an effective IFN response (Fig. 2). (11) Both VP24 and VP35 
are necessary to attenuate IFN signaling and effectively evade the immune 
response. This IFN antagonism is of great importance as it allows EBOV to 
be persist in its human host. 

The second major immune evasion mechanism used by EBOV is mediated 
by the viral glycoproteins. (14) sGP has been found to reduce the amount 
of antibody production specific to GP1,2 by stimulating the production of 
antibodies that cross-react with sGP and GP1,2. (9)  Additionally, GP1,2 has 
a “steric shielding effect” that blocks the major histocompatibility complex 
1 (MHC-1), β1-integrin, and FAS from detection by the immune system. 
(15, 16) These surface proteins are important for infected cells to interact 
with the cells of the immune system, so their inaccessibility in the case of 
steric shielding greatly inhibits the host’s ability to protect against viral 
infection. (15, 16)  GP2 subunit can also inhibit the cell’s ability to prevent 
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viral release by moving the tetherin in the cell. (17) Tetherin is a trans-
membrane glycoprotein that retains viral particles in the infected cell and 
is therefore an anti-viral mechanism. (17) Through its interaction with 
tetherin, GP2 allows EBOV to evade this host defense strategy. (17) Hence, 
it is likely that both sGP and GP1,2 contribute to the pathogenicity of EBOV 
in humans. 

In addition to immune evasion, EBOV infection results in severe conse-
quences for the human host. Although the clinical course of EVD is well 
known, the mechanisms associated with EBOV pathogenicity are not well 
defined.  EBOV is able to invade almost all host cells, but early replication 
is thought to occur primarily in macrophages and dendritic cells. (18) The 
virus destroys infected cells, thus inhibiting several crucial physiological 
systems, such as the immune system. (19) This is yet another immune 

evasion strategy of EBOV. In particular, infections become fatal when the 
inflammatory response is dysregulated, leading to systemic inflammation. 
(20) In addition, EBOV has been shown to decrease endothelial-cell bar-
rier function and affect the synthesis of blood coagulation protein in the 
liver. (21) These host-virus interactions are central to the clinical course 
of EVD. 

In the aftermath of the 2013-2015 Ebola outbreak, it is evident that the 
mechanisms underlying the severe pathogenicity and rapid spread of the 
virus are not completely elucidated. These questions are especially per-
plexing when comparing the scale of this most recent outbreak to the other 
EBOV outbreaks over the past 40 years. This review article suggests that 
evolution of EBOV leading up to and during the 2013-2015 epidemic con-
tributed only minimally to the severity of the outbreak. 

Results

Evolution Rates Between and Within Outbreaks

A logical place to start in forming an understanding of the virulence of 
the 2013-2015 Ebola epidemic is a comparison between the circulating 
strains during the most recent epidemic and strains found in previous, 
less severe epidemics. In a study by Gire and colleagues, they sequenced 
99 Ebola virus genomes from 78 patients in Sierra Leone in 2014. (22) 
When compared to all previously published EBOV sequences, these 
strains contained 341 fixed substitutions, including 35 nonsynonymous, 
173 synonymous and 133 noncoding mutations. (22) In 2015, Park et 
al. sequenced and analyzed 232 EBOV genomes from Sierra Leone and 
compared them to the 78 genomes that had been previously reported in 
2014. (23) In the 232 sequences analyzed, 85 contained at least one intra-
host single-nucleotide variant (iSNV). Interestingly, several iSNVs were 
found in two or more sequences. (23) iSNVs are important because they 
can be tracked from patient to patient and provide information about 
chains of transmission. (22) The presence of iSNVs shared between sam-
ples indicates that the transmission bottleneck allowed for a mutation 
acquired in one host to be transferred to another. (23) This sequencing 
data was a crucial first step in determining whether mutations in specific 
regions of the EBOV genome contributed to its high virulence in the 
2013-2015 outbreak. 

Comparing the genomes originally sequenced by Gire et al. to those later 
sequenced by Park et al. provided significant insight as to the impact 
of large-scale human-to-human transmission of EBOV. The substitution 
rate observed by Gire et al. was found to be almost twice as high, with 
more nonsynonymous mutations within the 2014 outbreak, compared 
to the rate of evolution since the emergence of EBOV. This early evi-
dence suggested that the progression of the epidemic allowed the virus to 
adapt. (22) Park et al.  challenge these findings and, specifically, the high 
reported rate of nonsynonymous mutations.(23) The authors found that 
in contrast to the original estimations by Gire et al., the evolution rate of 
Makona was similar to the long-term evolution rate observed between 
outbreaks. (23) This phenomenon was attributed to purifying selection 
whereby mutations that have a deleterious effect on protein structure or 
function are eliminated. (24) Purifying selection is observed when there 
are more synonymous mutations than nonsynonymous in the genome. 
(24) In the case of EBOV from 2013-2015, although a higher than ex-
pected rate of nonsynonymous mutations was found early in the out-
break, these mutations were often deleterious, and impaired viral fitness. 
(23) As a result, they were transmitted to new hosts with a low frequency 
and were often only observed in a single individual. To visualize this 
phenomenon, Park at al. created a phylogenetic tree of derived alleles at 
genomic position 18.911. (23) The deleterious mutations occur on the 
external branches of this phylogenetic tree. (23) On internal branches of 
the phylogenetic tree, there are mutations present in multiple samples. 
(23) In these internal branches, nonsynonymous mutations accumulat-
ed at a much lower rate compared with synonymous mutations. As the 
epidemic progressed most of the mutations that were sustained in mul-
tiple hosts were synonymous, since if the mutation was sustained, then 
the virus was fit enough to replicate and therefore did not suffer any 
major deleterious nonsynonymous mutation. (23) This may explain why 
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the initially high rate of evolution during the outbreak did not contin-
ue further into the epidemic. Although the evolutionary rates found in 
these two studies contradict each other, both studies suggest that there 
were several nonsynonymous mutations in the Makona strain, when 
compared to EBOV strains isolated in previous outbreaks. (22, 23) It 
was hypothesized that these mutations may have contributed to the high 
virulence of the Makona strain.

Evolution of the IFN Antagonism System Between Outbreaks  

A study by Dunham and colleagues in 2015 built on the genetic sequence 
data provided by the Gire and Park studies. (25) Their research assessed 
whether the nucleotide substitutions that differentiated the VP24 and 
VP35 genes of the Makona virus from the prototype strain, Mayinga, 
increased viral fitness or the ability to inhibit the host IFN response. (25) 
The authors used a monocistronic minigenome system as a model of vi-
ral replication and transcription. (25, 26) This allowed them to measure 
whether the Makona VP24 and VP35 proteins had an increased ability 
to function as a cofactor for the viral RNA polymerase, thus resulting 
in an overall increase in viral fitness. (25) By measuring transcription 
and replication rates, they found that the VP35 and VP24 proteins from 
Makona virus had indistinguishable effects on genome replication from 
the prototype virus. (25)

 In a second experiment Dunham et al.  tested VP35 and VP24’s IFN 
interferon antagonism. (25) The ability of VP35 to inhibit IFN-β pro-
duction was measured with cells that were transfected with a reporter 
plasmid under the control of an IFN-β promoter and various concen-
trations of a VP35 construct. (25) Reporter gene expression was stim-
ulated by co-transfection of plasmids containing the caspase activation 
and recruitment domain (CARD) of RIG-I. (25) The CARD domain is 
constitutively active and stimulates the the production of IFN through 
the IFN-β promoter. (25) A similar experiment was carried out to assess 
VP24’s IFN antagonism. In this experiment a reporter plasmid under the 
control of an IFN stimulated response element, which was stimulated 
with human IFN-β, was used. (25) For both VP24 and VP35, there was 
no statistical difference in function between the Makona and Mayinga 
variants in IFN antagonism. (25) Thus, these results suggest that none of 
the nonsynonymous mutations investigated provide Makona virus with 
an increased fitness over the Mayinga virus, with respect to either EBOV 
replication or IFN antagonism. 

Evolution of Glycoprotein  

Two studies investigated the effect of evolution of the EBOV GP on 
Makona virulence. (23, 27) In a study by Azarian et al., 65 glycoprotein 
sequences from epidemic waves between 1976 and 2014 were used to 
reconstruct the evolutionary history of EBOV. (27) This analysis found 
that, over time, the evolution of EBOV has been driven by neutral genet-
ic drift, demonstrated by the similar rates of synonymous and non-syn-
onymous mutations. Furthermore, specific amino acid substitutions 
were found to be mostly transient, rather than established in the popula-
tion. (27) This indicates that over a large time scale, there has been little 
selection acting on the EBOV glycoprotein. This may be because GP is 
implicated in host cell attachment and fusion. (27) Therefore, mutations 
in this protein may affect the virus’ ability to infect host cells making it 
impossible for the virus to survive. 

A second analysis, carried out by Park et al. focused on a shorter times-
cale to determine the effect of human-to-human transmission on the 
EBOV genome. (23) They found that although the general rate of non-
synonymous mutations decreased as the outbreak progressed, this was 
not true for the mucin-like domain of the EBOV GP. (22) The authors 
compared the rate of nonsynonymous to synonymous mutations, both 
during the outbreak and between outbreaks, for all of the major proteins 
in EBOV. They found that the mucin-like domain of the glycoprotein 
was the only region in which the log of the rate was greater than 1. This 
implies that both between and within outbreaks, there were more non-
synonymous substitutions than would be expected under neutral genetic 
drift. (23) According to the authors, the higher rate of nonsynonymous 
substitutions suggests that the evolution of GP, the primary target of host 
antibodies, may be subject to faster than usual evolution and diversifying 

selection. In the context of virus-host interactions, this could change the 
antibody-binding sites on GP and allow the protein to evade the host 
humoral immune response. To test this hypothesis, the authors needed 
to determine whether the nonsynonymous mutations occurred within 
regions of the mucin-like domain that are bound by antibodies. Park 
et al. used the Virus Pathogen Database to find experimentally deter-
mined sequences of B cell epitopes. (23, 28) They found that there were 
in fact more nonsynonymous mutations in the regions of GP that bind to 
antibodies would be expected by chance (Fig. 3). (23) This finding sup-
ports the idea that the selective pressure acting on the virus is the human 
humoral immune response and that due to extensive human-to-human 
transmission, the EBOV evolved to better evade the host immune sys-
tem. 

Sociological Factors

Other studies in Ebola viral dynamics have argued that further genomic 
sequencing will not allow us to understand the severity of the recent out-
break. (27) Instead of changes in viral phenotype, research points to hu-
man behavior, population dynamics, and late detection of the outbreak 
as important contributing factors. 

It can be argued that changes in land use and cultural practices have 
increased human exposure to zoonotic hosts, making an outbreak more 
likely. (29) Specifically, forested land which previously blocked hu-
man-animal contact, is now being used for agriculture, industry, and 
residential areas, which do not afford the same protection from zoonot-
ic reservoirs of EBOV. (29) Further increasing this risk of exposure are 
practices such as bush meat hunting and burial traditions. (30) As zoo-
notic transmission events become increasingly possible, EBOV has the 
ability to infect more and more people. Furthermore, since it is believed 
that Ebola virus is harbored in many animal hosts, there is a possibility 
of various strains from different animals being introduced into human 
populations. (4, 5)

Other research points to rapidly changing population dynamics in areas 
where zoonotic transmission is possible as a factor contributing to the 
scale of the recent outbreak. (30) Over the past 40 years, the proportion 
of people living in urban areas has increased from 25.5% to 59.2% in the 
predicted zoonotic niche of EBOV. (30) As people live in closer proxim-
ity to each other, the likelihood of viral transmission increases. (30) Fur-
thermore, populations are significantly more interconnected than they 
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Fig. 3: Evolution of the EBOV Glycoprotein During the Epidem-
ic. A schematic representation of the evolution of different re-
gions of the mucin-like domain of the EBOV glycoprotein from 
September 2014 to June 2015. Non-synonymous mutations 
occurred more often than under neutrality only in the B-cell 
epitopes. This indicates that, under the selective pressure of the 
human immune system, EBOV may have evolved to evade host 

antibodies (8).
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were in 1976. During the eight-year period from 2005-2012 alone, global 
airline passenger volumes increased by one third. (30) Importantly, in-
creased mobility has made it easier for the virus to be transmitted across 
national borders. 

A final factor that has been explored is the impact of late detection of 
the zoonotic transmission event and the subsequent human-to-human 
transmission. The early symptoms of EVD are non-specific, making it 
difficult for health practitioners to recognize early cases as being EVD. 
(31) Furthermore, poor health infrastructure and epidemiological sur-
veillance systems in place in Western Africa contributed to late detec-
tion. (31) In analyzing the response times in previous Ebola outbreaks, 
it is not surprising that when the outbreak is not detected early, there is 
a greater likelihood that it will migrate from rural to urban areas. (31) 
While it is difficult to quantify the effects of these various sociological 
factors, changes in behavior, land use, and undeveloped public health 
systems likely contributed to the scale of the 2013-2015 EBOV outbreak. 

Discussion

Genetic Variation

The major conclusion that can be drawn from these results is that no 
major mutations of the EBOV have been identified that allowed it to 
spread more quickly and cause greater human suffering compared to the 
previous 24 recorded Ebola outbreaks. However, sustained transmission 
afforded the virus an unprecedented opportunity to adapt in the human 
host, leading to some mutations in GP involved in immune evasion.
(23) This indicates that evading the human immune system may be the 
pressure that is driving evolution. Since this pressure requires sustained 
transmission to have a lasting effect on the viral genome, it cannot be 
the initial cause of the high rate of transmission or what dictated the 
unprecedented scale of this outbreak. Once the outbreak was underway 
however, it is possible that the mutations in this domain may have ex-
acerbated the spread of disease and contributed to the Makona strain’s 
pathogenicity and transmission. Furthermore, if the virus has in fact 
evolved to be more pathogenic during this outbreak, future outbreaks 
may be increasingly destructive.

The idea that the initial scale of the outbreak was not due to a mutation 
is supported by four main studies that investigated EBOV sequences in 
the 2013-2105 outbreak (Makona) and previous outbreaks (Mayinga). 
(22, 23, 25, 27) While the Gire and Park studies focused on comparing 
overall rates of synonymous to nonsynonymous mutations, the Azarian 
and Dunham studies focused on the proteins involved in EBOV immune 
evasion. Taken together, their findings demonstrate that the evolution 
of the EBOV has been generally driven by neutral genetic drift. Fur-
thermore, between outbreaks, there is no known selective evolutionary 
pressure on the virus to become more pathogenic to humans, and thus 

there have been no sustained mutations that have lead to a hyper-viru-
lent strain of EBOV. 

The continued human-to human transmission of EBOV observed during 
the recent outbreak was unprecedented for this virus. (23) There is cur-
rently contention within the scientific community as to the effects of this 
sustained transmission. Dunham et al. argue that conceptually, since 
sustained human-to-human transmission is not characteristic of EBOV, 
evolutionary pressure would select a less pathogenic virus, thus increas-
ing the chances that the host survives and can transmit the virus (Fig. 4). 
(25) This was supported by their findings that neither VP24 nor VP35 of 
the Makona strain have an increased ability to aid in viral transcription 
or replication, or to interfere with the host IFN response. (25) On the 
other hand, Park et al. argue that there is a selective pressure on the virus 
to evade the host immune system. (23) While the main reason for this 
evolutionary pressure is to ensure the survival of the virus, as a by-prod-
uct, these mutations may also make the virus more pathogenic (Fig. 5). 
This argument was supported by the higher than expected rate of non-
synonymous mutations observed in the mucin-like domain of GP. This 
indicates the possibility of host antibodies driving the selection of al-
tered B-cell epitopes, which inhibit the humoral immune response. (22) 
However, as the authors noted, these findings were based on a very small 
sample size. Furthermore, since the B-cell epitopes used in the analysis 
were not determined from an in vivo study, they may not be immuno-
dominant. (23) Although the selective pressures that arose during the 
outbreak are still not completely understood, elucidating these mech-
anisms may yield critical information in understanding past outbreaks 
and managing EBOV in the future. 

Continued genetic analysis of EBOV is necessary to understand the 
factors that made the recent Ebola outbreak so destructive. Due to the 
high level of pathogenicity of the virus and the geographical location of 
the outbreak, research has been slow and laborious. Park et al. suggest 
that an important research topic in the immediate future is to develop 
methods to deactivate the virus while maintaining the integrity of the 
sample so that it can be used for high-quality genomic sequencing. (23) 
The ultimate goal of continued research efforts is to be able to prevent the 
transmission and the suffering associated with EVD. 

Sociological Factors

The evidence that none of the mutations in the viral genome over the 
past four decades can explain the scale of the 2013-2015 epidemic sup-
ports the idea that sociological factors played a critical role. (27) To as-
sess the impact of these factors, we must determine if there has been a 
change since previous EBOV outbreaks and if this change affected viral 
transmission patterns.  For example, although there were changes in land 
use that lead to increased exposure to zoonotic hosts, this was unlikely 
to affect viral transmission. This is because epidemiological analysis of 
the 2013-2015 outbreak suggests that there was a single event that in-
troduced the virus into humans. (22) Therefore, though changes in land 
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use may have allowed for the initial transmission event, this does not 
account for the scale of the outbreak. 

On the other hand, changes in population dynamics did lead to the pos-
sibility of “superspreading events”. For example, the burial of a single 
patient in Sierra Leone is linked to 300 EVD cases. (2) Furthermore, in 
contrast to the recent urban Ebola outbreak, past outbreaks began in iso-
lated rural areas and did not spread to urban settings. (31)  This allowed 
for more effective outbreak-control strategies. (31) Based on the above 
evidence, it is likely that urbanization and mobility significantly contrib-
uted to the high number of cases of EBOV during the 2013-2015 out-
break. Finally, late detection has a significant impact on the effectiveness 
of control interventions.(31) Once the virus has travelled to a densely 
populated area, it becomes increasingly difficult to control. (30) This 
suggests that along with changing population dynamics, late detection 
of the outbreak had a large impact on the level of Ebola transmission.

Conclusion

In conclusion, analysis of the 2013-2015 Ebola outbreak indicates that 
sociological conditions, rather than genetic mutations, were the main 
factors contributing to the unprecedented scale and impact of the out-
break. While mutations during sustained human-to-human transmis-
sion may have exacerbated the outbreak, the initial causes were likely the 
increase in urban populations and late detection of the zoonotic trans-
mission event. Therefore, research into how Ebola virus infects hosts, 
how it evades the immune system and the sociological factors surround-
ing EVD are vital to controlling future outbreaks. 
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Dead but not gone: The case for PRL as a pseu-
dophosphatase

Howie Wu1

Abstract

Background:  Protein phosphorylation and dephosphorylation is an integral component of many cellular 
signaling pathways and regulatory mechanisms.  Phosphatases are enzymes that catalyze the removal of 
phosphate groups from proteins.  The phosphatases of regenerating liver (PRLs) are a family of phospha-
tases which have been correlated with cancer development and metastasis.  However, they appear to have 
weak phosphatase activity and little is known about their physiological substrates.  This review discusses 
PRL from a structural and functional perspective, including recent findings on its interaction with another 
family of proteins, cyclin M (CNNM).

Methods: Articles were obtained from the scientific literature using databases like PubMed and McGill Uni-
versity’s open access institutional repository.  This paper specifically focuses on those articles that provided 
an overview of phosphatases, PRLs, CNNMs, and structural and functional studies of PRLs and CNNMs.  In 
total, 40 articles were selected for the purpose of this review.

Summary: Although PRLs retain many of the structural features of other protein tyrosine phosphatases 
(PTPs) including the phosphatase catalytic motif and regulation via oxidation, other structural features such 
as mutation of a conserved serine/threonine residue to alanine in the active site disfavor catalytic activity.  
Moreover, PRL interaction with CNNM appears to be responsible for its oncogenic potential, yet this inter-
action does not appear to require PRL phosphatase activity.  Thus, PRL may be best classified as a pseudo-
phosphatase, which are phosphatase-like proteins that are structurally similar to phosphatases but have 
acquired a dominant function that does not require phosphatase activity.  

Introduction

Protein phosphorylation is a key post-translational modification that is 
involved in the regulation of protein structure and function. Two classes 
of protein kinases, serine/threonine kinases and tyrosine kinases, catalyze 
the majority of phosphorylation reactions. (1) However, there are also two 
classes of protein phosphatases: protein serine/threonine phosphatases 
and protein tyrosine phosphatases (PTPs) (Fig. 1), which both mediate 
the dephosphorylation of proteins. (2) Both phosphorylation and dephos-
phorylation play critical roles in cellular signaling pathways, enzyme reg-
ulation, and protein diversity. (3) 

Protein phosphatases are grouped into several classes, the largest of which 
are the PTPs. This class consists of the classical PTPs and the dual-spec-
ificity phosphatases (DUSPs), which can dephosphorylate both tyrosine 
and serine/threonine residues. (4) Examples of classical phosphatases in-
clude tyrosine-protein phosphatase non-receptor type 1 (PTP1B), which 
can dephosphorylate phospho-tyrosine sites on the insulin receptor kinase 
(5), and receptor-like protein-tyrosine phosphatase (RPTPα), which has 
been implicated in the activation of the protein-tyrosine kinase c-Src. (6) 
Members of the DUSPs include phosphatase and tensin homolog (PTEN), 
which dephosphorylates both polypeptide and phosphatidylinositol sub-
strates (7), and VH1-related (VHR), which dephosphorylates phospho-ty-
rosine and phospho-threonine residues on c-Jun N-terminal kinase (JNK) 
to downregulate apoptosis-associated signaling. (8) The three phospha-
tases of regenerating liver (PRL1-3) are also classified as DUSPs, and al-
though investigations have shown that PRL expression is correlated with 
various cancers (9, 10), there is no consensus on the physiological sub-
strates of the PRLs. Detailed reviews of the PRLs in cancer and studies of 
PRL substrates can be found in Bessette et al. (11) and Rios et al. (12), re-
spectively. Although PRLs share many similarities with the other DUSPs, 
there are key differences in their structure and function which suggest that 
PRLs may not function in vivo as phosphatases. This is supported by re-
cent results that show another protein, cyclin M (CNNM), can bind to 
PRLs (13, 14) while structural studies of this interaction suggest that this 
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interaction may not be dependent on PRL phosphatase activity. (15) In 
this review, I use structural and functional considerations to suggest that 
PRLs may be best classified as pseudophosphatases.
 

Structure Characteristics of PRLs and the Other 
PTPs

One feature of cysteine-based PTPs like PRLs is the presence of the phos-
phatase signature motif, HCXXGXXR, in the active site of the enzyme. 
(7) The cysteine residue in this motif mediates a nucleophilic attack on 
the phosphate group attached to the substrate, forming a phospho-enzyme 
intermediate and releasing the dephosphorylated substrate. (16) A con-
served aspartic acid residue in a neighboring WPD loop is involved in 
protonation of the dephosphorylated substrate and in subsequent activa-
tion of a water molecule by deprotonation, leading to regeneration of the 
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Fig. 1: Classification of protein phosphatases. Major families 
and subfamilies are shown with examples of phosphatases 
from each PTP subfamily. Those phosphatases which have been 
identified as pseudophosphatases are labelled in brackets with 
“PP”.  Although PRLs are not generally classified as pseudophos-
phatases, they share characteristics of pseudophosphatases: 
weak catalytic activity and a role in mediating protein-protein 

interactions. 
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active enzyme (Fig. 2). (17) 

The size of the catalytic pocket of PTPs is also responsible for conferring 
substrate specificity. In PTP1B, the catalytic pocket is approximately 9 Å 
in depth, which corresponds well with the length of a phospho-tyrosine 
residue. (18) On the other hand, in the case of most DUSPs, the catalytic 
pocket is relatively shallow, and this feature is thought to confer the ability 
to dephosphorylate the shorter phospho-serine and phospho-threonine 
residues. PRLs have particularly shallow catalytic pockets, with the pocket 
of PRL-3 being the shallowest of the known phosphatases. (19) Converse-
ly, PTEN has a large catalytic pocket even though it is a DUSP, and this is 
consistent with PTEN’s ability to dephosphorylate the larger PI(3,4,5)P3 
substrate. (7) Thus, the depth of the catalytic pocket is indicative of the size 
of the phosphatase substrate, and in regard to PRL, the relatively shallow 
pocket appears to predict broad substrate specificity. 

The physical and chemical characteristics of the residues in and around 
the active site are also responsible for PTP substrate specificity.  For exam-
ple, PTP1B is known to dephosphorylate the insulin receptor kinase at a 
region with tandem phospho-tyrosine residues. (20) While the first phos-
pho-tyrosine interacts with the active site of PTP1B, another groove in 
PTP1B near the active site binds to the second phospho-tyrosine residue, 
thus conferring greater affinity for the tandemly phosphorylated site in 
insulin receptor kinase. (20) Interestingly, the G129E mutation of PTEN, 
observed in Cowden syndrome (18), abolishes lipid phosphatase activity 
but not protein phosphatase activity. (21) Thus, G129 appears to be re-
sponsible for the distinctive ability of PTEN to dephosphorylate PI(3,4,5)
P3. The active site of PRLs, unlike the basic active sites of other DUSPs like 
PTEN and VHR, is unusually hydrophobic. (19) Although this predicts a 
preference for hydrophobic substrates, there has been no conclusive evi-
dence identifying such substrates of PRLs.

One feature particular to PRLs is their slow enzymatic activity, which is 
thought to be the result of a mutation of the conserved serine/threonine 
in the PTP active site to alanine in PRLs (Fig. 2). (19) This eliminates the 
stabilizing hydrogen bonding interactions that normally occur between 
the serine/threonine and the catalytic thiolate intermediate (Fig. 2). (22) 
Therefore, the phosphatase activity of PRLs appears to be either intrinsi-
cally low or binding to physiological substrates may be required for suf-
ficient PRL enzymatic activity.  Studies with PRL-1 and PRL-3 also show 
that regeneration of the enzyme is the rate-limiting step, resulting in a 
relatively long-lived phospho-enzyme intermediate. (19, 23)  In fact, due 
to its stability, this phospho-enzyme intermediate may be better viewed 
as a phosphorylated variant of PRL, where phosphorylation acts as a 
post-translational modification rather than as a transient step in the cat-
alytic mechanism.

Like many of the other PTPs and DUSPs, PRL appears to be regulated by 
redox reactions that occur at its catalytic cysteine residue. Several studies 
have demonstrated that PRLs can form an intramolecular disulfide bond 

between its catalytic cysteine residue and a neighboring cysteine residue 
(C49 in PRL-1 and PRL-3, C46 in PRL-2). (13, 14, 19, 23) Similar disulfide 
bond formation in other DUSPs like KAP (24) and PTEN (25) is associated 
with a loss of catalytic activity. One contributing factor to the prevalence 
of the disulfide bond is the comparatively low pKa of the catalytic cysteine 
residue in the active site, which leaves the cysteine prone to oxidation. (26) 
In fact, even in PTPs where disulfide bond formation is not observed, oxi-
dation of the catalytic cysteine still occurs. In PTP1B, the catalytic cysteine 
reacts with the backbone nitrogen of the adjacent serine residue to form a 
sulfenyl-amide bond. (27, 28) This sulfenyl-amide is thought to prevent ir-
reversible oxidation and inactivation of the catalytic cysteine to the sulfinic 
or sulfonic acid species. Thus, oxidation of PTPs, although inactivating 
catalytic activity, also serves a protective role. 

The structural features of PRLs, particularly the mutation of the conserved 
PTP serine/threonine residue to alanine, the shallow catalytic pocket, and 
the susceptibility of the catalytic cysteine residue to oxidation, predict 
weak and indeterminate phosphatase activity. Thus, based on structural 
considerations, PRL does not appear to be particularly suited to function 
as a phosphatase.  However, as will be seen later, this does not mean that 
PRL cannot act at all as a phosphatase, and only with consideration of 
functional properties does PRL’s status as a pseudophosphatase become 
clear.

PRLs as Pseudophosphatases

Pseudophosphatases are broadly defined as phosphatases that lack cata-
lytic activity.  In the majority of cases, this is due to the mutation of con-
served residues of the phosphatase signature motif.  For example, in the 
pseudophosphatase, STYX, the catalytic cysteine is replaced by a glycine 
residue. (29) Moreover, the presence of tandem PTP domains with an ac-
tive domain closer to the membrane (D1) and an inactive pseudophospha-
tase domain farther from the membrane (D2) is conserved throughout the 
receptor protein tyrosine phosphatases (RPTPs).  Although the function 
of the D2 domain has not been well-characterized, it is thought to have a 
role in regulation of the D1 domain.  In LAR, the D2 domain can lower the 
catalytic activity of the D1 domain and can regulate the type of substrates 
to which the D1 domain can bind. (30) In contrast, in another RPTP found 
in Drosophila, PTP99A, the presence of the D2 domain augments the cat-
alytic activity of the D1 domain. (30) Moreover, the D2 domain appears to 
have greater sensitivity to oxidation than the D1 domain, which postulates 
a redox-sensing role for this domain in the function of RPTPs. (31) Al-
though pseudophosphatases may not have catalytic activity, their structur-
al similarity to active phosphatases makes them susceptible to many of the 
regulatory modifications, such as oxidation, seen in active phosphatases.  

Although pseudophosphatases have been classified as so because of lack 
of catalytic activity, this criterion is not very robust.  Pseudophosphatases 
that lack catalytic activity in vivo can show catalytic activity in vitro or vice 
versa. (32) Moreover, some pseudophosphatases such as PTPN14 do not 
have a mutation at the catalytic cysteine residue, and their classification as 
pseudophosphatases is primarily due to undetected phosphatase activity. 
(33) This does not exclude the existence of physiologically relevant sub-
strates, and another possibility is that the protein may have a dominant 
function that does not involve phosphatase activity.  Further studies have 
found that PTPN14 binds in a phosphatase-independent manner to an-
other oncoprotein, YAP1, in order to inhibit its activity. (34) Therefore, an 
alternative classification of a pseudophosphatase would not focus solely 
on lack of catalytic activity, but rather on the dominance of some other 
function of the phosphatase, such as protein-protein interaction, over the 
expected phosphatase activity of the enzyme.  

Like PTPN14, PRLs also have low in vitro phosphatase activity even 
though there is no mutation of the catalytic cysteine residue. (15, 19) The 
substitution of the conserved serine/threonine residue in the phosphatase 
signature motif of other PTPs to alanine in PRL may confer such low en-
zymatic activity (15, 19) that PRL phosphatase activity becomes essentially 
nonexistent. Recent studies are now revealing that PRL binding and inhi-
bition of a class of putative magnesium transporters, CNNMs, may be the 
predominant PRL activity in cells. (13, 14) Features which were thought to 
be a consequence of PRL phosphatase activity such as the long-lived phos-

Fig. 2. Mechanism of dephosphorylation by PTPs. A conserved 
cysteine residue in the signature motif mediates nucleophilic 
attack and removal of the phosphate group from the substrate. 
Then, a conserved aspartate residue in the WPD loop activates 
a water molecule for regeneration of the active enzyme. A con-
served serine/threonine residue in the catalytic pocket also sta-

bilizes the catalytic cysteine residue.
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phorylated intermediate and redox regulation now appear to responsible 
for mediating the binding of PRLs to CNNMs.

PRL and CNNM: The Developing Story

CNNMs were originally termed ancient conserved domain proteins 
(ACDP). The family has four members (CNNM1-CNNM4), and each 
member consists of a transmembrane region, a cystathionine  β-synthase 
pair (CBS-pair) domain, a cyclin box motif, and a cNMP-binding domain. 
(35) The presence of the cyclin box motif initially suggested these proteins 
were involved in regulation of the cell cycle, hence the name, cyclin M 
(CNNM). (35) The role of these proteins, however, in the cell cycle has 
not been fully characterized, and the CNNM proteins have been found 
to localize primarily to the plasma membrane. (36) Homology to Mg2+ 
transport proteins like CorC and MgtE along with recent functional stud-
ies postulate a Mg2+ transport role for the CNNM family. (14, 19, 36, 37)  
There is disagreement, however, about whether CNNM mediates Mg2+ ef-
flux (38) or Mg2+ influx (14).  Nonetheless, experiments show that PRL 
can bind to CNNM and that this protein-protein interaction causes an 
increase in intracellular Mg2+ levels by either inhibiting Mg2+ efflux (13) 
or by stimulating Mg2+ influx (14).  Since Mg2+ is linked to cellular energy 
state and to the activation of processes that lead to cancer development 
(39), PRL binding to CNNM and subsequent increase in intracellular Mg2+ 
affords one explanation for the correlation between PRL and cancer. (9, 
10)  Notably, this explanation does not require the phosphatase activity 
of PRL.

Results from structural studies reveal that PRL binds to CNNM via its 
phosphatase catalytic pocket. (15) Since this interaction effectively blocks 
off the PRL catalytic pocket, it is unlikely that PRL would be able to func-
tion as a phosphatase for other substrates when bound to CNNM. Fur-
thermore, the binding between PRL and CNNM can be modulated by 
oxidation of the PRL catalytic cysteine residue since a decrease in binding 
affinity is observed when PRL is placed in oxidizing conditions. (11, 12) 
These results suggest that structural modifications on PRL traditionally 
associated with its role as a phosphatase may also influence its interaction 
with CNNM.  Further studies are needed to determine if PRL catalytic 
activity is dispensable in its biological function.

Conclusion

The term ‘pseudophosphatase’, while formally denoting those phospha-
tases that lack catalytic activity, is in reality ambiguous and often open to 
interpretation in its application. There are examples of ‘pseudophospha-
tases’ that show catalytic activity towards small molecule substrates yet not 
towards larger synthetic peptides. (40) Moreover, it is not entirely accurate 
to infer catalytic activity using synthetic substrates. The structure of many 
phosphatases require specific interactions with properly shaped physio-
logical substrates before manifestation of any catalytic activity.  

On the other hand, there are phosphatases like PRL for which it appears 
some other function has taken precedence over phosphatase activity. The 
term ‘pseudophosphatase’ would best be applied to these proteins. For one, 
they may still retain catalytic activity, which in the case of PRL is observ-
able in vitro albeit very slow. More importantly though, this classification 
would come with a recognition that this group of phosphatases, while 
similar to traditional protein phosphatases in structure, have a completely 
different function. For PRL, this function appears to come from its inter-
actions with CNNM, a class of ion transporters. From what is currently 
known, PRL interaction with CNNM could potentially be a significant 
player in regulation of cellular energy state through Mg2+ levels. Thus, 
PRLs, once viewed as laggard members of the PTP family, have now been 
shown to have a completely different side - one which promises to be a 
source of intrigue in the future.
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