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ON THE COVER
In 1914, physicist Ernest Rutherford proved that gamma rays were a form of 

high-energy electromagnetic radiation. Though Frenchman Paul Villard was 

credited with their discovery, it was Rutherford, then at McGill University, who 

gave them their name in 1903 and worked to understand their properties.

The penetrating properties of gamma rays are now used in broad applications 

such as life-saving gamma knife surgeries, and their detection is a key part 

of understanding astronomical phenomena in our universe. In this issue, on 

pg. 17, we feature a novel heptagonal gamma ray detector, born from the 

Rutherford Physics Building at McGill University — 100 years on. 
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DEAR READER,

Each year, we never ceased to be amazed by the exceptional research done by undergraduate 

students here at McGill University.  It has been a privilege for the McGill Science Undergraduate 

Research Journal to share the inspiring work of young scientists with the student body. 

The two us have been part of MSURJ for nearly half of its existence. These four years have 

been an experiment, in which we tested many hypotheses, and was not always assured that 

our efforts would yield expected results. But the vision of the MSURJ editorial board remains 

the same — to inspire students to pursue their scientific interests. In our effort on this front, 

we introduced tutorials on lab-related skills in our Outreach Program. Our online blog, The 

Abstract (msurjblog.com), also continues to engage students of all disciplines in the discussion 

of science. 

As you read this year’s journal, we hope that the works of your peers will kindle your inner 

curiosity and encourage you to dive into the boundless world of research.

YUHAO SHI AND JANINE HSU

EDITORS-IN-CHIEF 

Foreword
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Parrotfish Body Size As An Indicator of 
Diurnal Fish Species Richness On Fringing 
Coral Reefs in Barbados.
Aaron Eger1*, Catherine Pigeon-Dubeau2, Lauriane Sibileau3, 

1 McGill School of Environment, McGill University, Montreal, QC, Canada
2 School of Environment, McGill University, Montreal, QC, Canada
3 Department of Biology, McGill University, Montreal, QC, Canada

Abstract
 
Background: Coral reefs around the world are host to some of the most condensed and varied ecosystems. 
However, over the past decades, their biodiversity has alarmingly decreased. A rapid and reliable way of 
assessing their status is urgently needed to monitor and prevent their decline. The purpose of this study 
is to assess whether or not family Scaridae (common name: parrotfish) body size can be used as an index to 
evaluate the diurnal fish diversity on coral reefs. 

Methods: We selected 6 accessible reefs on the West coast of Barbados and measured the size of parrotfish 
we encountered, as well as the number of fish species present on the reef; this data was then plotted and 
statistically analyzed to establish a possible correlation. 

Results: Our results show that reef fish species richness is strongly correlated to both the ratio of large to 
small parrotfish and the average parrotfish size. It is however the large to small ratio that exhibited the 
strongest relationship. Further analysis revealed that the population size of large parrotfish correlates 
with reef biodiversity with a Pearson’s r coefficient of 0.97. 

Conclusion: This relationship could be due to the fact that large parrotfish (greater than or equal to 
20 cm) have increased grazing rates compared to smaller ones, this increased grazing promotes coral 
polyp recruitment, thereby benefiting the diversity observed on coral reefs. Further research is needed to 
elucidate whether these results can be extended to other areas of the Caribbean and provide conservation 
efforts with an easy tool to survey and protect coral reef ecosystems.

RESEARCH ARTICLE

Introduction

Barbados is an island nation situated in the western part of the North-
Atlantic, around 13˚N and occupies 429 km2. As a seafaring country, 
fishing has traditionally been an integral source of employment and 
income for the nation. Mohammed et al. (1) found that in recent years 
the fishing industry has expanded in fleet size, landings, and species 
targeted. The same study explains that as a result of the heavy reliance 
on fishing and the small size of the country, many of the fisheries, in-
cluding the shallow-shelf reef fisheries which target species such as 
parrotfish, surgeonfish, triggerfish and grunts, are considered over-
exploited. Once the top predators are depleted, fishermen proceed to 
hunt the smaller herbivorous parrotfish. The family Scaridae includes 
over ninety species of herbivorous, day-time active (diurnal) fish that 

graze primarily on algae-coated corals (2). We encountered 4 species 
in the sampled area: stoplight parrotfish (Sparisoma viride), princess 
parrotfish (Scarus taeniopterus), redband parrotfish (Sparisoma aurof-
renatum), and striped parrotfish (Scarus iserti).  Because this family of 
fish is widespread and populous throughout the Caribbean it would 
make a convenient indicator species for the region (2). Parrotfish are 
also tied to the reef ecosystem through their role as algae grazers 
(3); in this way their presence can be representative of a healthy, low 
algae reef system (3). Additionally, if parrotfish are being harvested, 
this is indicative of overharvesting of larger, commercially valuable 
fish species (4). The need for an adequate and efficient indicator spe-
cies is all the more vital given the current abasement of coral reefs 
worldwide (5). Such an indicator of reef fish diversity would permit 
a rapid assessment of reefs with abundant diurnal reef fish species, 

*Email Correspondence:
aaron.eger@mail.mcgill.ca

Keywords
Coral reefs: Tropical and subtropical 
marine ecosystems containing a wide 
diversity of life.
Parrotfish: An abundant grouping of 
reef fish found in many different lo-
cations, known ecosystem engineers.
Biodiversity: the variety of different 
species in an ecosystem
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allowing targeted conservation and preservation efforts.

It has already been shown by Vallès and Oxenford (4) that parrotfish 
size can be used as an index to estimate the fishing pressure and spe-
cies abundance of large piscivorous fish, such as groupers and snap-
pers upon which pelagic fisheries depend. They demonstrated that 
Scaridae body size and both fishing pressures and the secondary con-
sequences of harvesting (ie. fewer piscivorous fish) are consistently 
negatively correlated (4). Since parrotfish are typically only fished 
after the piscivorous fish are depleted, their decline can be seen as 
a larger indicator of overall fish decline (4). Building on this, we are 
interested in determining if parrotfish body size structure within a 
population can be more broadly used as an indicator of the richness 
of diurnal fish species on a particular reef. Previous studies claim 
that as the parrotfish size exceeds 20 cm, its grazing rate drastically 
increases (3). If the overall grazing rate of a parrotfish community 
is be reduced, the result will likely be a growth in algal cover over 
reefs, reduced coral polyp recruitment, less reef growth, and fewer 
reef systems to support fish species (3). This threshold was the basis 
of our large to small analysis.

In this study, we assessed the body size of parrotfish, the structure of 
that body size within the community (proportion of the population 
to occupy different size classes) and the total number of diurnal reef 
fish species; the latter being the most widely used diversity measure 
in literature (6). This was done on 6 reefs along the West coast of 
Barbados to determine the presence or absence of a relationship be-
tween these variables. In order to capture variation in fish body size, 
we sampled three sites in a marine protected area (MPA) and three 
located in non-protected marine areas, this protected area was found 
to have a reduced fishing effort of 70% or greater compared to the 
surrounding non-protected areas (7). We expected larger and more 
populous parrotfish communities to reside in the protected areas due 
to the lack of or reduced fishing stressor (8). Ultimately, we predict 
that the larger the size of the parrotfish on the reef, the higher the 
species richness of fish will be. Two different measures for parrotfish 
size are used: 1) mean parrotfish body size, and 2) the ratio of large to 
small parrotfish, with the cutoff for large being greater than or equal 
to 20 cm. The two models were compared to determine which metric 
is a more rigorous predictor of biodiversity on the reef.

Methods

The 6 chosen sites were sampled over four days from May 17-20th, 
2013. They had to be accessible using snorkeling gear, which restrict-
ed sampling to fringing reefs on the West coast of Barbados. Sites 
were chosen in an effort to survey areas with different amounts of 
fish species yet similar physical composition. We chose to assess 6 
sites, three of which were located in the Folkestone Marine Reserve 
(hereinafter referenced to as Bellairs South, Bellairs North and Dis-
covery Bay) and three in unprotected areas (Gibbes Beach, Sandy 

Lane and Batts Rock Beach).

Fish Sampling

We randomly and continuously snorkeled throughout each reef at a 
pre-practiced speed. One person assessed the Scaridae body size, an-
other counted the number of fish species, while the last person held 
a watch and signaled every minute to the two others. This design was 
repeated thrice on each reef in order to have every person play all 
roles once and mitigate for possible observer bias.

Encountered parrotfish were identified according to species. Four 
different species were counted in our observations. These were: the 
redband parrotfish, the princess parrotfish, the spotlight parrotfish 
and the striped parrotfish. To estimate Scaridae body size, we first 
trained ourselves to evaluate the length of 30 and 60 centimeter 
sticks underwater. This was done to help account for the 33% mag-
nification of objects under water (9). Once on the reef, we evaluated 
the length of each parrotfish we encountered and recorded it on an 
underwater slate, as the number of fish found per 5 cm fish length 
intervals. Each person scanned for Scaridae size on each reef for a set 
total time of ten minutes.

To assess the fish diversity on the reef, one person would record on a 
slate the number of new fish species seen every minute. This was done 
to establish a saturation curve of species richness. The biodiversity 
count would end after having assessed zero new species per minute, 
three times in a row or five times cumulatively, for a minimum sam-
pling time of 10 minutes. The sites sampled for the longest periods 
were Bellairs North and South reefs which were both surveyed for 23 
minutes, the shortest was Gibbes at 13 minutes, in between Discovery 
was 16 minutes, Sandy Lane and Batts were both 17 minutes.

Statistical Analysis

We calculated Pearson’s r correlation coefficient between species 
richness variables and the ratio of large to small parrotfish, as well 
as the correlation coefficient (r) between species richness and aver-
age parrotfish size. We then calculated the significance of the results 
with α set at 0.05. Coefficients of determination (R2) for our two mod-
els were also determined. This was done in order to establish which 
metric (the large-to-small ratio or the average size) would best de-
scribe general fish richness on a reef. Lastly, a one-way analysis of 
variance with α equals 0.05 was used to determine if there was a sta-
tistical significant difference in mean parrotfish abundance, average 
parrotfish size, diurnal reef fish species richness and large to small 
parrotfish ratio between protected and non-protected sites. 
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Results

Our parrotfish population size measurements showed relatively uni-
form distributions at all six sites. We also found a diminishing rate of 
discovery of new species over time (Fig. 1). Table 1 shows the varia-
tion in species abundance, average parrotfish size and other meas-
ured variables over the surveyed sites. The protected reefs possessed 
substantially greater parrotfish population than their non-protected 
counterparts. The non-protected sites showed smaller parrotfish 
abundance [F(1,16)=18.04, p=0.001)], lower large-to-small parrotfish 
ratios, smaller parrotfish size on average [F(1,16)=15.80, p=0.001)], 
and lower diurnal species richness [F(1,16)=14.55, p=0.002] all in com-
parison to the protected sites using a one-way ANOVA, α = 0.05 (Ta-
ble 2). The difference in parrotfish size, parrotfish abundance, and 
species diversity between the non-protected sites in the south (Batts 
Rock Beach and Sandy Lane) and the non-protected site in the north 
(Gibbes Beach) was not significant at α=0.05 (ANOVA).

Fig. 1
Saturation curve from Bellairs North Reef, demonstrating the 
diminishing rate of discovery of species over time. 

Table 1
Summary of general results obtained from the 6 
sampled sites. This includes measurements like spe-
cies richness, average parrotfish length and ratios of 
small to large and large to small parrotfish. 

Table 2
One-way analysis of variance (ANOVA), α = 0.05 for: 
a) parrotfish abundance
b) parrotfish size
c) diurnal reef fish species richness 
d) large to small parrotfish ratio

Table 3
Pearson’s r values and their associated p-values for 
all examined variables. 
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 parrotfish.
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Fig. 2
A) Regression of diurnal reef fish species richness vs. number of 
large parrotfish.
B) Regression of diurnal reef fish species richness vs. number of 
small parrotfish.
C) Regression of diurnal reef fish species richness vs. ratio of large 
to small parrotfish. 

When examined with Pearson’s r, the variables showed strong cor-
relation values. The strongest of which was the relationship between 
the large to small parrotfish ratio and the diurnal species richness 
(r=0.97, p=0.001). Large to small ratio was also highly correlated with 
parrotfish population (r=0.92, p=0.008) and diurnal species richness 
was correlated with parrotfish average size but was not considered 
significant with α set to 0.05 (r=0.80, p=0.052). The number of small 
parrotfish was not correlated to biodiversity (r=0.20, p=0.7) howev-
er the number of large parrotfish was (r=0.97, p=0.001). Finally, the 
Pearson’s r for the abundance of small vs. large parrotfish resulted in 
a moderate correlation of 0.42 (p=0.42) (Table 3).

The large to small parrotfish ratio vs. diurnal reef fish species rich-
ness had a strong correlation with an R2 value of 0.95 (Fig. 2a). Moreo-
ver, the coefficient of determination for population of large parrot-
fish vs. species richness and small parrotfish vs. species richness was 
0.94 and 0.04 respectively (Fig. 2b and 2c). 

Discussion

The results showed that the distribution of different size classes in 
communities of parrotfish, particularly the population of large par-
rotfish, is a more accurate linear measurement for predicting fish 
species richness on a particular reef than average parrotfish size or 
number of small-size parrotfish. We concluded that small parrotfish 
have a relatively small influence on overall fish species richness, 
while large parrotfish possess a significant one. Average parrotfish 
size and overall abundance showed notable relationships as well but 
were not as powerful as the population of large parrotfish. Secondly, 
the influence of marine reserves on both parrotfish populations and 
reef fish diversity was found as highly beneficial with more and larg-
er parrotfish found within the reserve as well as greater numbers of 
diurnal fish diversity.

The positive correlation between Scaridae size and the number of fish 
species present on the reef was again a highlight of the study. How-
ever, such a statistical correlation does not provide any information 
with respect to the direction of that relationship. It could be thought, 
for example, that since high fish diversity is positively correlated 
with coral health (10). A reef with high fish diversity (as a result of 
good coral health) would be an ideal habitat for parrotfish, enabling 
them to graze ad libitum and allowing different species of large par-
rotfish to thrive. Nevertheless, the analysis highlighted above sug-
gests a direction to the correlation we have established; larger par-
rotfish graze more on the algae thus increasing polyp recruitment, 
which is beneficial to the reef diversity, although behavioral studies 
are needed to further prove this causal relationship.

These results reinforce the paradigm of using MPAs to safeguard and 
nurture marine ecosystems. Parrotfish alter coral reefs in one of two 
ways: through eroding corals and feeding on the algae covering these 
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corals (12). The detrimental impact of parrotfish predation of coral 
polyps on reefs is a source of mortality for reefs but rarely results in 
the death of entire coral colonies. This is because their beneficial role 
as grazers greatly outweighs the negative impacts they impose from 
predation (12). Extensive algal coverage can have a suite of deleterious 
effects on coral reefs like the inhibition of juvenile coral growth, po-
tentially leading to their death in addition to decreasing growth and 
fecundity of adult corals (12). Parrotfish graze on the algae and this 
function significantly increases beyond a length of 20 cm (3). Such a 
function is beneficial to coral health and has been shown to increase 
total density of coral recruitment 2-fold (13). While biodiversity has 
been established as a pertinent marker of coral reef health (14), it has 
also been shown that population size of a species such as parrotfish 
can override the biodiversity as a signal for coral reef health given 
their functional role in the ecosystem (14). Given these findings and 
prior knowledge, the province of parrotfish in coral reefs should be 
considered an essential one and be thoroughly examined when as-
sessing reef fish diversity and inferentially, coral reef health.

There are several limitations associated with our study. The largest 
assumption is that the other factors of reef habitat quality (besides 
algal cover) are equivalent among sites. Factors such as reef complex-
ity (15), water quality (16), nutrient input (16), and environmental 
variables such as temperature, salinity, and pH (17) all play a role 
in determining reef health and-or biodiversity. While large scale 
parameters like temperature, pH, and salinity could be considered 
constant over the small scale of the study (less than 15 km); the local 
scale variables could not be and were not accounted for in our study, 
further research should aim to control for this.

The sampling procedure relies on the fact that the species are evenly 
distributed amongst the reef and that they are equally visible to the 
observers. Visibility depends upon the water turbidity, time of day 
and cloud cover in the sky, which we could not control for. Spotting 
was also influenced by swimming rate, and as a result area covered; 
this was held fairly constant but could have been influenced by cur-
rents or individual fatigue. Misidentification of species would create 
an inaccurate count but it is assumed that improperly designated 
species such as juveniles that are aesthetically different from their 
terminal phase would be misclassified at each sites and the relative 
population would not be skewed. Due to time and equipment restric-
tions, we were limited to daytime measurements and 6 sampling sites 
all of which needed to be accessible by snorkeling from the shore. 
Due to the limited sample sites the values found to be insignificant 
have the possibility to be significant given more sampling sites. As 
such, the results are representative of the diurnal life on reefs located 
on the west coast of Barbados and not necessarily applicable in other 
regions containing parrotfish and coral reefs. It is possible that par-
rotfish exude a large presence on nocturnal biodiversity, which could 
be a matter for additional analysis. Finally, it is also assumed that the 
parrotfish are larger in MPAs due to reduced fishing stressors and 
that the parrotfish put no pressure on the biodiversity (i.e. preda-

tion) of the reef other than coral and algae grazing. Given the current 
literature these are reasonable assumptions.

There exist other indicators of diversity and health of coral reefs 
such as average parrotfish size and piscivorous fish (4), and other fish 
species such as the link between butterfly fish and coral reef health 
(18). That said they are not widespread and those mentioned focus on 
a specific group of fish and the other is positioned as healthy corals 
giving rise to healthy fish, not fish giving rise to healthy corals. Our 
results then provide several unique characteristics. Given the ubiq-
uitous presence of parrotfish on coral reefs worldwide our measure 
is potentially applicable in many different locations as the mechan-
ics are not unique to Barbados. The assessment is easy to apply in 
low budget scenarios or with non-scientifically trained personnel. 
If it can be assumed that reefs with higher fish diversity are indeed 
healthier this provides a crude tool to simply monitor reef health 
across time by observing abundance of large parrotfish, again with 
little time or money required. Lastly it provides yet another indica-
tion that marine reserves have positive and measurable effects on 
marine ecosystems.

Conclusion

The Caribbean is home to some of the most diverse and productive 
reef systems in the world. An easily measured indicator of fish spe-
cies richness is an important asset in evaluating the state of coral 
reefs in Barbados in the face of mounting fishing pressures. We have 
successfully determined that the ratio of large to small parrotfish 
is an accurate linear measure of diurnal fish species richness at six 
sites. Primarily, our results demonstrate that the abundance of large 
parrotfish (cut-off criteria of  > 20 cm) is strongly correlated with spe-
cies richness but small parrotfish do not. Consequently, this measure 
can provide a useful tool that can be used to rapidly quantify species 
richness. 

We were only able to sample 6 sites and reef complexity and quality 
was not assessed which may limit the results of the study. We specu-
late that the main variations in parrotfish size arose from differences 
in fishing pressures. In order to test that our indicator can be used in 
a variety of environments, future research should aim to sample dif-
ferent coral reefs throughout the Caribbean. Coral reefs in different 
locations are likely to be exposed to a multitude of environmental 
stressors such as nutrient input from groundwater, pollution and de-
viations in ocean currents and experimenting at varied sites would 
enable the testing of the validity of our indicator. Overall, our results 
provide a novel concept that builds upon previous studies though it 
still demonstrates a tangible result, which, ideally, could be extended 
spatially, and serve to preserve the unique yet endangered ecosys-
tems that are coral reefs.
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Abstract
 
Background: This work characterizes the first generation of detectors from the Hanna Laboratory to 
implement Silicon Photomultipliers and a heptagonal scintillator conguration. The purpose of the device 
is to determine the angle at which a radioactive source is located.

Methods: The development of the detector consisted of three phases: construction(September 2012-
December 2012), simulation and characterization (April 2013). The experimental portion of the work 
consisted of placing a 137 Cs source at an arbitrary location, measuring the count rates in each scintillator 
panel and analysing the results.

Results: The detector’s function was validated by confirming the inverse square law with a radioactive 
source moving away from the detector. Furthermore, with a x2 summation method of analysis the angular 
position of a source was determined with an accuracy of 10˚ and a precision of 12˚. With a normalisation 
method of analysis the angular position of a source was found with an accuracy of 2˚ and a corresponding 
precision of 2˚.

Limitations: The quality of the electronics handling the signal from the silicon photomultipliers 
limited our resolution. Occasional double counts occur when a large amount of energy is imparted to 
the scintillator. Furthermore, the custom-built circuitry lowered the signal-to-noise ratio such that large 
distances were not feasible due to electronic noise constraints. Finally, simulation data analysis showed 
that the break of one circuit only had a small effect on the x2 method of analysis.

Conclusions: In conclusion, the design of the detector and the analysis techniques were shown to be 
suitable for short range angular resolution of a gamma-ray source. Both distance trials and a simulation 
of the detector prototype confirmed the validity of our design and of the analysis methods used. These 
promising results at short distances motivate further work in electronic circuit design to improve the 
range while maintaining both accuracy and precision.

RESEARCH ARTICLE

Introduction

Motivation

The inspiration for the development of a scintillating directional 
gamma-ray detector is the BATSE (Burst And Transient Source Ex-
periment), an experiment on the National Aeronautics and Space 
Administration’s (NASA) Compton Gamma Ray Observatory Satellite 
looking for gamma-ray bursts (1). A scintillating detector is made of 
material that will release photons when struck with radiation - these 

photons can then be picked up by specific electronics. The BATSE 
experiment used eight scintillating modules to determine the direc-
tion of a gamma ray source in space. These modules were made of 
two scintillating components. Thallium doped Sodium Iodide was 
the first scintillating material used and it allowed the observatory 
to detect gamma-rays within an energy range of 20 keV to 2 MeV. 
The second component was made of pure Sodium Iodide, which ex-
tended the modules energy range to approximately 8 MeV allowing 
the experiment to detect more powerful sources. This device was ul-
timately used to detect cosmic gamma-ray sources by relying on the 
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fact that scintillators which had a greater effective area (thus facing 
the source) would have a greater count rate (1).

Luc Sagnière from the Hanna Laboratory developed an octagonal 
(eight sided) Gamma-ray Detector (OGD) using this proven platform. 
The purpose of this device was to quickly detect the angular position 
of a terrestrial gamma-ray source rather than detection of gamma 
ray sources in space. This was accomplished by orienting eight scin-
tillating plates in an octagon and using photo-multipliers to collect 
and convert the light into a current, which could be converted to a 
count rate. The count rate in each of the eight channels is then ana-
lysed to determine the angular position of the radiation source (2).

The current iteration of the directional gamma-ray detector pro-
totype takes advantage of developments in both the geometry and 
the technology; rather than using an octagonal design and photo-
multipliers of the OGD, a heptagonal (seven sided) geometry and 
silicon photo-multipliers were chosen to create the new Heptagonal 
Gamma-ray Detector (HGD).

Design

Previously, the OGD difficulties determining the origin of a radiation 
source because of the symmetry in the octagonal shape. Due to the 
bilateral symmetry in the previous design, both the nearest and far-
thest faces would have high count rates, creating an ambiguity in the 
results. This is shown in the right hand side of Fig. 1.

To solve this problem, the design of the detector takes advantage of 
the change in the solid angle of each face with which the gamma ra-
diation can interact. The closest face normal to the incident radiation 
will have the greatest cross sectional area and therefore the most in-
teraction with the gamma rays. The faces which are at steeper angles 
will have a signicantly reduced effective area of interaction. This re-
duction in solid angle is shown clearly in Fig. 1(a). The cross sectional 
area in (1) from Fig. 1(a) is much greater than that of (2).

During experimental setup and calibration, the circuit connected to 
one of the scintillators was damaged. Several attempts to repair were 
made however it was not possible to complete these repairs within 
the allocated time frame of the project. The project was completed 
with the remaining six faces.

Polyvinyl Toluene

Scintillators are materials that convert short-wavelength photons, 
such as gamma-rays, into longer wavelength photons. This is ac-
complished via a process called Compton scattering where a gamma 
ray inelastically collides with an atomic electron and deposits en-
ergy. This excited electron then re-emits a longer wavelength pho-
ton through either fluorescence or phosphorescence. These emitted 
photons are contained in the scintillator until detected by an at-

tached photomultiplier. Polyvinyltoluene (PVT) is an organic plastic 
scintillator which emits light at a wavelength of 423 nm (3). PVT was 
selected as the scintillating material because of its rapid decay time 
of 2.4ns. Furthermore, it is transparent to its own emissions - this 
is very important as opacity would result in signal loss. Beyond its 
physical properties, an additional reason for the selector of PVT was 
the low cost of the material (4).

Silicon Photomultiplier & Circuit

Silicon Photomultipliers (SiPMs) are the semiconductor analog to the 
traditional photomultiplier tube. Silicon photo-multipliers are built 
from an array of avalanche photodiodes on a common silicon sub-
strate. An avalanche photodiode (APD) is a device which takes advan-
tage of the photoelectric effect to generate a current from the impact 
of a photon at the p-n junction. A bias voltage generates an electric 
field at the interface between the n and p type silicon semiconductor. 
The field is so large (≈ 5 x 103 V/cm) that a single photon interaction 
with the pixel can produce a large enough cascade of electrons to 
generate a detectable current (5).

Fig. 1
(a) Basic geometry of the detector. The theory is 
that the change in the solid angle between (1) and 
(2) will cause a change in the count rate. Degener-
ate results were due to scintillators being parallel 
in the octagonal geometry of the detector (red).  
This was avoided by using the seven sided
geometry on the left. 
(b) Plan of the detector with 14 calibration points 
labeled around the panels. This diagram is the ba-
sis for the entire calculation of the angle. All angles 
will be referred to from angle 1 set as θ = 0.
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For the development of the HGD, the ArraySM-4 silicon photom-
ultiplier from SensL was implemented as the converter of optical 
photons into a current. This SiPM’s peak absorption wavelength is 
at 500nm and it has an internal gain of 2.3 x 106 per pixel; the scintil-
lator material, polyvinyl toluene, outputs green photons to match 
the 500nm absorption wavelength. In total, the ArraySM-4 has six-
teen pixels each with their own output. A silicon photomultiplier 
was chosen over a photomultiplier tube for several reasons: it is more 
compact and has lower bias voltage requirements. The readout elec-
tronics used in the gamma ray detector were custom-built to operate 
with the SiPM as part of this project (6). This SiPM was biased by a 
custom designed circuit. Additionally, this same circuit was used to 
amplify the signal from the SiPM and transfer it to the data acquisi-
tion system described in Section 3.2.

Methods

Experimental Setup

Each PVT face is made of a 25 cm tall by 7.5 cm wide by 2 cm thick 
piece of PVT plastic scintillator. Each scintillator was wrapped in Ty-
vek to improve the internal reflectivity and then wrapped again with 
electrical tape to isolate the face from the ambient light. At the top 
of the each face, a hole was cut out in the protective wrapping to 
place the SiPM in contact with the PVT. The SiPM is then interfaced 
with its own amplifying circuit, described in Section 2.4, and then 
rewrapped to ensure that the system was light tight. The circuit then 
sends the signal to the data acquisition system. This was repeated for 
each individual scintillator, meaning there were seven scintillators, 
SiPMs and amplifying circuits.

Data Acquisition System

The data acquisition process was identical for each of the six active 
faces of the HGD. First the signal from the amplifying circuit was 
passed into a discriminator whose threshold is determined by the 
calibration in Section 3.4. This discriminator outputs a NIM pulse
(-0.7 V) for every input pulse at greater voltage amplitude than the 
threshold. This signal was then passed to a scaler which counts the 
number of NIM pulses for each circuit. The duration of each trial and 
the number of trials is determined by the user through programming 
of a CAMAC module using C++. The CAMAC data acquisition system 
serves as the conversion program between NIM pulses and digital 
output to be analysed.

Simulation

In parallel to the construction of the detector, a simulation was creat-
ed to virtually run experiments using the Geant4 system. This system 
was developed to simulate high energy particle physics experimen-
tation. Written in C++, the simulation utilized Monte Carlo methods 

to test the detector’s geometry and detection by allowing users to 
construct a virtual model of an experiment and programming the 
behavior of various types of radioactive sources (7).

One of the circuits was damaged during testing. This simulation 
proved to be vital to the experiment as it modelled a full working set 
of panels; this allowed for full calibration of the virtual system and a 
full set of data to compare results with the physical detector.

Calibration

The first step in calibrating the detector is setting the gain of the 
individual photomultiplier circuits as well as the threshold of the 
discriminator connected to the circuit’s output. The gain is the am-
plitude of the voltage response to a gamma ray. This was first de-
termined by minimizing the signal to noise ratio. Then, a threshold 
curve was made to calibrate the discriminator threshold for each 
circuit.

Gain
The gain set for each individual circuit was chosen such that two dif-
ferent parameters were satisfied. First, the voltage response for each 
scintillator to a gamma ray had to be equal for each circuit, within 
uncertainty. Second, the electronic noise in the output had to be less 
than 10% of the gamma ray voltage. Since the gain was determined 
by a potentiometer, there was no absolute gain measurement, how-
ever, the circuits could be compared to equalize their relative gains.

The instrument used for measurement was an oscilloscope. By view-
ing the circuit output with and without a radioactive source, the 
gamma ray voltage output and the electronic noise could be com-
pared. This could be done using the oscilloscope digital tools which 
measured maximum and mean voltage.

To begin the calibration, the gain of the circuit with the lowest sig-
nal-to-noise ratio was set to have its noise be about 10% of its gam-
ma ray voltage. Quantitatively, for a 137 Cs source, this equates to a 
voltage response of 0.68(3) V for a gamma ray, and 0.07(3) V for the 
electronic noise. Then, the gain of the other circuits was adjusted 
such that a gamma ray from a 137Cs source would output a voltage of
0.68 V, within one standard deviation.

Threshold
With the gain set, a threshold curve was constructed for every circuit. 
This was done by incrementally decreasing the discriminator thresh-
old and measuring the count rate. For every channel, the count rate 
stayed about constant until a certain threshold value was reached, 
then the count rate started exponentially increasing. The threshold 
value about 50mV before this exponential increase was chosen for 
every channel, so as to stay below the noise. Threshold for every 
channel was very similar, with values around the 200 mV range.
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Angle Calibration
The final step in calibrating the detector is placing the 137 Cs source 
at all the points shown on Fig. 1(b). For every point, count rates are 
measured for every scintillator. This gives a baseline set of data to 
compare to when a radioactive source is placed at a random angle. All 
angles will be referred to from angle 1 from Fig. 1(b) as θ = 0 rad.

This calibration procedure will output a graph such as Fig. 2b for 
every scintillator. By comparing results for calibration points and 
random points for every scintillator, a x2 method of analysis can be 
used to reconstruct the random angle. Similarly, using Fig. 2a, counts 
can be normalized for every scintillator, and used as part of the nor-
malization analysis method.

Distance Sensitivity

The distance sensitivity was tested by placing a radioactive source 
directly in front of one of the scintillators and displacing the source 
away from this scintillator perpendicularly to its surface. This test is 
designed to verify the well known r2 relationship between the posi-
tion of the source with respect to the detector and the intensity of 
the radiation at the detector. This test was completed by placing the 
source in front of scintillator 1 and moving it radially outward in in-
tervals of 8.0(2) cm to a maximum of 64.0(2) cm. It will also determine 
the effective range of the detector; information which can be used to 
setup further testing as in Section 3.6.

Angular Resolution

A subsequent experiment was conducted. To do this, three random 
angles were chosen (63°(2), 117°(2) and 299°(2)). Using the results 
from the distance sensitivity trial, a distance where the scintillators 

counts are well above the noise was chosen. Two methods to resolve 
the position of the radioactive source were developed: the x2 method 
and the normalisation method. Both methods were used to deter-
mine the location of a randomly positioned source. Two of the angles 
were also analysed in the simulation to provide a quantitative com-
parison.

Results

Validation of the Inverse Square Law

By changing the distance of the source with respect to one of the 
scintillators, the sensitivity of the detector to changes in source posi-
tion can be determined. Fig. 3 shows the result of the distance test 
which used a x2 minimization method to fit the data acquired. The 
equation obtained for scintillator 1 is shown in Equation (1).

In this case, the inverse square law can be confirmed if it can be 
shown that the fit is of statistical significance. To do this, the p-value 
of this fit is computed, giving a value of 0.999 from which it can be 
concluded that the data fits an inverse square law. Finally, a distance 
between 10 and 15 cm was used for the random source test as these 
are well above the noise pedestal encountered at around 60 cm.

Angular Resolution

x2 Method of Source Location
The first step in the x2 method is obtaining the calibration data from 
the 14 points on Fig. 1(b) and fitting the data using a six-term Fourier 
series, as seen in Fig. 2b. This is done for each scintillator. The use of 

Fig. 2
(a) Calibration data for the normalization analysis method. (b) Calibration data for the 2 summation analysis method.
This figure shows the number of counts for scintillator 7; every data point is one of the calibration angles. It is fit with a 
6-term Fourier series with a period of 360.

1

(1)
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Fig. 3
The number of counts for each of the 7 scintillators as 
the source is moved outwardly away from the detector. 
The source was placed at position 1 ( Fig. 1(b)). As can 
be seen, the best-fits follow the r2 relation, as expected.

1

a six term Fourier series was motivated by the work done by Luc 
Sagniere (2), who uses a six-term Fourier series, as well as the re-
quirement that the fit be periodic over 360°. Then the Fourier series 
for each scintillator is compared to the data obtained at the random 
point using Equation (2).

In Equation (2) yi is the number of counts registered by scintillator i 
when the radioactive source is placed at a random point, and is thus a 
constant for each scintillator. yi(θ) is the number of counts predicted 
by the Fourier series fit for scintillator i as a function of angle  done 
during calibration as explained in the previous paragraph, and αi is 
the error in the counts registered by scintillator i. The x2 function 
for each scintillator is calculated, then all these functions are added 
together to give the plots seen in Fig. 5. Note that the x2 is a function 
of θ. The value of θ for which the total x2 is smallest is the location of 
the source determined by the HGD.

To obtain the uncertainty in the x2 analysis, error was propa-
gated through by changing y in Equation (2) by ±α, then recom-
puting x2, giving x2

upper and x2
lower respectively. The error in the 

measurement was found by locating the angles, θupper and θlower 
which correspond to minima in x2

upper and x2
lower. Computing 

αupper = θupper - θ and αlower = θ - θlower gives the error in the measure-
ment. This type of non-traditional error analysis is important as this 
detector has been designed for on-the-fly angular measurements 
- this method thus allows for in situ angle and precision measure-
ments.

Fig. 5 is the result of the x2 analysis for both the simulated and ex-
perimental data. A qualitative comparison between the simulated 
and experimental data shows that the performance of the HGD is 

similar to what was expected from the simulation. Results for both 
simulation and experimental data for the random points are shown 
in Table 1. Quantitative differences between experimental and simu-
lation data will be discussed in Section 5.4. For random position 1, the 
radioactive source was placed at 63°(2) with respect to angle 1 in Fig. 
1(b). The experimental results from the x2 analysis method resolved 
the angular position of the source to be 72°(1). Equivalent analysis of 
the simulated data computed the angular position of the source to 
be 61.9°(4). Results for other positions are summarised in the above-
mentioned table.

Position Angle

Method Random 
Point 1 (deg)

Random 
Point 2 (deg)

Random 
Point 3 (deg)

Real x2 Summation 72 (1) 291.4 (4) 105 (1)

Normalization 65 (2) 290 (2) 122 (2)

Simulation x2 Summation 61.9 (4) 300.6 (4) NA

Normalization 64 (2) 293 (2) NA

True Value 63 (2) 299 (2) 117 (2)

Table 1
A summary of the calculated position angle of the random points. 
The method of finding the errors of these are discussed in detail in 
Section 4 and Section 5.

(2)
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Normalisation Method of Source Location
The normalisation method uses the calibration points, seen in Fig. 2a, 
as normalisation factors for the data retrieved from the random posi-
tion tests. The normalised counts in each scintillator are then fit with 
a six term Fourier series. The scintillator angle of the fit’s maximum 
is the location of the source. Fig. 4 shows a comparison between the 
results of the simulation and the HGD. This qualitative comparison 
shows that the signal quality of the detector is what was expected 
from the Geant4 simulation.

For the normalization method, the error on the fitting parameters 
was negligible. Thus, the error on the normalization counts, as shown 
in Fig. 2a, was used. Since this was a counting experiment, the square 
root of the counts was used as the error, propagated through the 
normalization analysis method, and output as a 2° uncertainty. This 
again allows for an in-situ analysis of the angle, as in the x2 analysis 
method.

Results for both experimental and simulated data are shown in 

Fig. 5
For the experimental (left sub-figure) and simulated (right) data, the x2 summation for each of the random points are shown. 
The minimum for each x2 summation (green x) corresponds to the respective angle position of each random point. The 
determined angle position for the real and simulated data are comparable.

Fig. 4
After calibration, the normalised number of counts for random position 1 is shown for the real (left sub-figure) and simu-
lated (right) data. A best-fit curve was found using a Fourier-6 (solid green line) is shown. The global maximum of the curve 
corresponds to the angle position of the source at random position 1.
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Table 1. For random angle 1, where the radioactive source was placed 
at 63°(2), the experimental results from the normalisation analysis 
method calculated the angular position of the source to be 65°(2). In 
parallel, analysis of the simulated data computed the angular posi-
tion of the source to be 65°(2). The rest of the results are summarised 
in the above-mentioned table.

Discussion

The primary objective of this research was to demonstrate a proof of 
concept for a heptagonal gamma-ray detector design. To achieve this 
goal, a simulation as well as a two part experiment was conducted. 
The goal of the simulation was to first validate the design of the de-
tector and subsequently act as reference for comparison to future 
experiments. Because one of the detector faces was damaged, the 
simulation allowed us to see the effect of the loss of a circuit. Table 1 
shows that the x2 summation analysis method was consistently less 
accurate in situ than in the simulation while the normalisation meth-
od was not affected as much by the loss of a face. The first experiment 
tested the radial sensitivity of the detector. Beyond testing the ability 
of the HGD to resolve sources at a distance, this test was designed
to observe the r2 law as a verication of the detector’s circuitry. The 
second experiment tested the ability of the HGD to resolve the angu-
lar position of a source. In conjunction, these tests were able to show 
that the HGD was a successful initial prototype. Table 1 summarizes 
all the results obtained from both the x2 and normalisation methods.

Analysing the Relationship Between Distance and 
Counts

By varying the of distance between a radiation source and the detec-
tor, we were able to draw several conclusions about the performance 
of the detector. The inverse square law for distance served as a verifi-
cation of the circuit design and data acquisition methods.

Finally, the distance sensitivity shows that at around the maximum 
distance studied, 64 cm, the derivative approaches 0 as the data ob-
tained becomes dominated by the noise. This leads to the conclusion 
that the maximum distance for which the detector could resolve the 
position of a radioactive source that had the same output as the radi-
oactive sample used, is 64 cm. This restriction is due to the gain of the 
individual scintillator’s circuits. Each circuit had a threshold as well 
as background noise which created counts not from the radioactive 
source studied this could be natural radiation like cosmic rays or nat-
ural sources in the surroundings. Efforts were made to increase the 
signal-to-noise ratio which led to the results shown in Section 5.1. 
With a refinement in the electronics used to shape the signal from 
each scintillator, it is very likely that a future iteration of this project 
could succeed at distances much larger than those seen here.

Qualitative Analysis

A qualitative comparison of the experimental and simulated results 
can now be made. In Fig. 4 (experimental on the left, simulated on 
the right), we see that the shape of the data and best fit curves are 
similar. The simulated data represents the number of times energy 
was deposited in a scintillator face. Therefore, the correlation be-
tween the shapes in Fig. 4 suggests that the SiPM in the electronics 
is correctly collecting the light from the scintillator in proportion to 
the number of incident gamma-rays.

Analysis methods

The two analysis methods used, x2 and normalisation, were both 
successful at determining the angle of the radioactive source with 
respect to the detector. In terms of the results shown in their respec-
tive sections, the x2 method analysed the position to be 8 times the 
uncertainty in the measurement from the actual position for the ex-
perimental results and 3 times the uncertainty in the measurement 
for the simulation. For the normalisation method, the experimental 
and simulated results were both only 1 times the uncertainty in the 
measurement from the actual value. For every position attempted, 
the results determined from normalisation analysis were more ac-
curate and precise than those determined through the x2 method of 
analysis.

Thus using the normalisation method of analysis gives an ex-
cellent approximation of the angle of the source with respect to
the detector, and shows the success of the heptagonal detector
at low distances.

Error Sources and Improvements

Several factors during the construction and testing of the device 
negatively affected the performance of the HGD.

The use of SIPM’s reduced the size and weight of the device com-
pared to previous models, however, during long tests, the gain within 
the device was found to vary signicantly with time and possibly also 
with temperature. This lead to difficulty in calibration and ultimately 
device performance.

During the construction of the HGD, there was a design change in the 
amplifying circuit in which the old circuit boards were modied for a 
new, simplied design. Using this make-shift circuitry likely induced 
a signicant amount of noise in the signal received from the SIPMs. 
The circuit used in testing also caused ringing in the pulse which oc-
casionally resulted in double counts in the scaler. Using a new circuit 
board would likely signicantly improve the signal to noise ratio and 
ultimately the performance.

The loss of the amplifying circuit from the seventh face of the detec-

1
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tor during testing likely affected performance, however this cannot 
be known as the circuit could not be fixed. The results of the tests 
show that the detector was still able to perform despite the missing 
face which suggests robustness to failure in the design of the HGD.

The HGD’s ability to detect a source at a distance was worse than 
expected. This was mostly due to the signal to noise ratio. With a 
0.1 μC 137Cs source, the signal from the HGD was reduced to noise lev-
els after the source was moved 64 cm away from the detector.

Considering these aforementioned problems in the development of 
the HGD, the detector still qualitatively performed as predicted by 
the Geant4 simulation. The detector was capable of determining the 
location of a source accurately. Even though the distance away from 
the detector was small, this is still a successful proof of concept and 
with some modications could provide the performance required to 
detect more distance sources.

Conclusion

In conclusion, the design of the detector and the analysis techniques 
were shown to be suitable for short range angular resolution of a 
gamma-ray source. Both distance trials and a simulation of the detec-
tor prototype conrmed the validity of our design and of the analysis 
methods used. Using normalisation analysis at small distances, the 
detector was accurate within 2° of its true angular position. The un-
certainty of the position calculation was 2°. These promising results 
at short distances motivate further work in electronic circuit design 
to improve the range while maintaining both accuracy and precision 
to within the values outlined in this report.
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Abstract
 
It has been repeatedly shown that neural activity in different brain structures can be correlated with 
perceptual and cognitive functions using electrical microstimulation. Currently, microstimulation is the 
only method that can demonstrate causal links between neural activity and specific cognitive functions. 
This study investigates the effects of microstimulation to the MT area of the visual cortex on the 
production of microsaccades for several seconds. Microsaccades are a type of fixational eye movement 
characterized by their quickness and low amplitude. The preliminary findings in this paper suggest that 
microstimulation to the MT area causes an increase in frequency and peak velocity of microsaccades. 
However, a more in-depth analysis to establish a correlation between the two was unsuccessful. These 
results suggest further investigation into the effects of microstimulation on microsaccades – using more 
sophisticated and reliable data collecting and analyzing techniques – is necessary.

RESEARCH ARTICLE

Introduction

Microsaccades are involuntary miniature eye movements that oc-
cur during extended visual fixation in animals with foveal vision. The 
amplitude of microsaccades varies from 2 to 120 arcminutes (1, 2). 
The exact physiological role of microsaccades in vision is still a de-
bated topic. Studies have proposed microsaccades to be the mecha-
nism that counteracts drifting of the eyes (3) and visual fading (4). 
Furthermore, microsaccades have been associated with an increased 
visual detection threshold (5, 6). This study explores the effect of 
microstimulation in the middle temporal (MT) area of the visual cor-
tex on the frequency and peak velocity of microsaccades. 

Microstimulation is an effective way to manipulate the activity of 
a small group of neurons with spatial and temporal precision since 
neurons communicate electrochemically and the electric current in-
duced by the microstimulation can excite or suppress this activity. 
It is a powerful tool that allows us to observe the behavioral effects 
of an increase in the output signal of a group of classified neurons. 
Therefore, microstimulations are widely used to link neural activity 
with a particular cognitive function (3).

In this study, microstimulations are applied to the MT area of the 
visual cortex . This region has been shown to be highly selective for 
coherent motion and is also linked to the computation of three-di-

mensional structures (4, 5, 6). It was assumed that microstimulations 
produce percepts that are similar to the ones generated by natural 
sensory stimuli, however, Masse and Cook (4) showed that micros-
timulations in the MT area produced weaker but longer-lasting ef-
fects on motion perception in comparison to natural visual stimuli.

The effect of microstimulation on microsaccades has not been previ-
ously explored in any great detail. Low-amplitude and brief events 
such as microsaccades are difficult to detect and characterize. We 
will use microstimulation to explore the neural systems that control 
visual fixation and microsaccades. Furthermore, we hope to establish 
a link between the firing properties of the aforementioned neurons 
and the production of microsaccades.

Experimental Procedure

Two male monkeys (Macaca mulatta) were trained to detect a small 
pulse of coherent motion in a random dot patch. Eye position data 
was collected from the monkeys using a video based eye tracking sys-
tem. For this specific study, we used two non-overlapping random 
dot patches (RDP). The RDPs would display coherent motion for dis-
crete time periods (minimum 19 ms) at random moments during the 
experimental trial. The level of coherence of the two RDPs was dif-
ferent. The patch with high coherence had 95% coherence in all of 
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its coherent motion pulses. In other words, 95% of the dots would 
move in the same direction for the duration of the coherent motion 
stimulus. The patch with low coherence had 20 to 80% (mean of 
30%) coherence in all of its coherent motion pulses.  Furthermore, 
since neurons in area MT are directionally selective, the coherent 
motion pulse of a RDP was matched to the preferred direction of 
the overlapping receptive field. Electrical microstimulation was 
delivered to the receptive fields (one for each RDP) with two low 
impedance (250-1000 KΩ at 1KHz) microelectrodes using a con-
stant–current dual phase simulator (Bak Electronics). The micro-
stimulation waveform is synchronized with the motion stimulus 
waveform of the RDP that has low coherence but with a lag of 50 ms. 
An individual microstimulation pulse had a width of 200 μs and the 
pulses would be fired at a frequency of 250 Hz. The current levels 
used ranged from 3 to 50 μA with a median of 12 μA.

The trial would start when the monkey depressed a lever to signal 
that it had started fixating on a specified point on a screen. The 
trial would end if the monkey’s eye position deviated more than 1.5 
degrees from the fixation point. After the lever was depressed, mo-
tion started in two random dot patches close to the fixation point. A 
pictorial representation of this setup can be viewed in Figure 1. The 
monkey indicated, by releasing a lever, when motion in either of the 
two patches became correlated, that is to say the instance that the 
dots had the same pattern of back and forth motion. The coherent 
motion pulses would occur at random during the trial in either of 
the RDPs according to an exponential distribution, the flat hazard 
function. The time limit to indicate correlation begins at the onset 
of motion (correlated) and lasts until 200 ms after the end of the 
coherent motion pulse. Eye positions were recorded every 2 ms. (500 
Hz) using the eye tracking system.

The trial would end if the lever was released, if the monkey broke 
fixation, or if the time  limit of 200 ms since the end of the last 
coherent motion pulse for the trial had elapsed. For this study, only 
the trials where the monkey was able to indicate within the allowed 
time period that correlation was occurring were used. Failed trials, 
such as those when the monkey’s response was too slow or the lever 
was not released, and false alarm trials, when the monkey raised 
the lever despite the fact that there was no correlate motion in the 
patches, were disregarded.

The animal’s head was stabilized using steel head-posts before the 
beginning of trials. The monkeys were also implanted with record-
ing chambers (Crist Instrument) and craniotomies were performed 
so that the microelectrodes can be inserted into area MT of the 
visual cortex (these procedures need only be performed once). 
Structural MRI scans (1.5 T) were used to verify chamber location 
and microelectrode placement in area MT. All animal procedures 
followed guidelines set forth by McGill University’s Animal health 
Care Committee and Canadian Council on Animal Care.

Data Analysis

Microsaccades are ballistic movements and leave behind small lin-
ear sequences in the plot of the trajectory of eye movements. Micro-
saccades occur roughly at a rate of 2 per second. Furthermore, they 
typically have an average amplitude of 22.6 arc minutes in monkeys 
(Macaca mulatta) (5). Two different techniques were employed to 
detect microsaccades and the results obtained were identical.

Fig. 1
A schematic of the experimental task that the monkey 
is trained to perform. The monkey releases a lever 
when the motion of the moving dots in the two patches 
becomes correlated.

Fig.2
A schematic of the experimental task that the monkey 
is trained to perform. The monkey releases a lever 
when the motion of the moving dots in the two patches 
becomes correlated.
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The first method is a modified version of the algorithm described 
by Engbert and Kliegl (2003). To detect microsaccades in two dimen-
sional velocity space, it  first transforms the time series of eye posi-
tions into velocities

where ∆t is the time delay between eye position samples, which, in 
the case of our experiment, would be 2 ms. Equation (1) represents 
a vector of  average velocities over 4 position data points. Due to 
the random orientations of velocity vectors during fixation, the 
subsequent mean value is zero. As a result of their nature as outliers 
in velocity space, microsaccades can be detected by tracking their 
velocities.

The algorithm therefore uses the standard deviation of the velocity 
distribution as the mechanism for detection. Furthermore, in order 
to minimize the effect of background noise in the final computation, 
a median estimator was applied to the time series

where ⟨⟩ represents the median separator. The detection thresholds 
for the horizontal ηx and vertical ηy components are computed 
separately. Additionally, all trials are also computed independently 
as different trials may have different levels of noise

where λ is the threshold multiplier. To give the best results (see: 
Engbert and Kliegl (2003)), we use a value of λ= 6 .

The second technique entailed setting a series of parameters that 
had to be satisfied in order for an eye movement to be defined as 
a microsaccade. The parameters were obtained from a study on 
microsaccades by Martinez-Conde et al. (2004)(12) and slightly 

adjusted to compliment the experimental method used to capture eye 
positions (5). To be deemed a microsaccade, the eye movement had 
to be between 10 and 300 ms in duration, must start 20 ms after the 
previous microsaccade, must have a minimum length of 0.05 degrees, 
and must have no change in eye direction  which exceeded 30 degrees 
for each 5 ms cut of the total time period of the microsaccade.

The accuracy of the two techniques was confirmed by visual 
inspection of the eye movements and enhanced by the fact that both 
methods provided identical results.

Results

The purpose of this investigation was to observe the effect of 
microstimulations on the production and characteristics of 
microsaccades. In order to conduct this scientific inquiry, we 
compared trials where there was no microstimulation with trials 
where microstimulation was introduced in synchrony with the low 
coherence motion stimulus during the motion detection experiment. 
An example trial with microstimulation is depicted in Figure 2. The 
microstimulation waveform is identical to the waveform of the 
motion stimulus in RDP1 (low coherence) but with a 50 ms delay.

Twenty experimental sessions containing roughly 1000 trials each 
were analyzed for this study. The conditions for a particular session 
were constant. Approximately half the trials in each session were 
experimental, during which we applied microstimulation to the MT 
of the monkeys. The other half of the trials were control trials. We 
measured three characteristics of microsaccades: frequency, average 
peak velocity, and average amplitude. For each session, the three 
features were computed separately for microstimulation and non-
microstimulation trials. Figure 4 is a graphical illustration of the 
frequency comparison of the twenty sessions.

Fig. 3
Top: The motion stimuli of the two RDPs. 
The motion stimulus in RDP1 (blue) has 
low coherence (30%) at a value of 1 and 
no coherence (0%) at a value of 0. The 
motion stimulus in RDP2 (red) has high 
coherence (95%) at a value of 1 and no 
coherence (0%) at a value of 0.
Bottom: The microstimulation wave-
form. The waveform is in synchrony with 
the low coherence motion stimulus in 
RDP1 but with a systematic delay of 50 
ms. Neurons in the receptive field over-
lapping RDP1 are being microstimulated 
when the value is 1 and there is no cur-
rent being delivered when the value is 0.



Microstimulation to the Middle Temporal Area and its Effect on the Generation of Microsaccades

McGill Science Undergraduate Research Journal   -   msurj.mcgill.ca28

The figure’s vertical axis is the average frequency of the microstimu-
lation trials and the horizontal axis is the average frequency of the 
trials with no microstimulation. Each data point corresponds to one 
of the 20 sessions. The line of best fit, derived using a linear regres-
sion model, has a slope of 1.3626. It does not fall within the 95% con-
fidence interval of a slope of one (the identity line). The steeper slope 
indicates that the microsaccade frequency increases for trials where 
microstimulation is applied to the MT area of the brain.

The average peak velocity across trial types is compared in Figure 
5. The difference between average peak velocities of microstimula-
tion and non-microstimulation trials is less prominent than the fre-
quency difference. However, the line of best fit, with a steeper slope 
of 1.2933, fails to fall within the 95% confidence interval of the iden-
tity line. This result implies that the average peak velocity increases 
when area MT is microstimulated.

The difference in average amplitude was not significant as the line of 
best fell within the 95% confidence interval of a slope of one. There-
fore, it points to no difference in amplitude upon the introduction of 
microstimulation.

In order to complete the analysis, and to demonstrate that the onset 
of microstimulation to the MT area was the cause of increase in micro-
saccade production, we performed a saccade-triggered average (STA) 
of the low coherence motion stimulus waveforms. The STA computed 
the average stimulus preceding a microsaccade for 500 ms. The mo-
tion stimulus was reduced to scalar values of 1 for coherent motion 
(low coherence) and 0 for no coherent motion. A comparison of trials 
with microstimulation and without microstimulation was conducted. 
Trials with microstimulation, had a corresponding microstimulation 
pulse for every coherent motion pulse (of the low coherence RDP) 
after a lag of 50 ms. This synchrony between the two waveforms al-
lowed us to use STA to try to temporally link microstimulation to the 
generation of microsaccades. The results of the STA are illustrated 
graphically in Figure 5. It is evident upon inspection that the STA fails 
to conclusively reveal any correlation between microstimulation and 
the onset of microsaccades because the difference between the aver-
age stimulus for microstimulation and non microstimulation is not 
strong enough to be satisfactorily distinguished from noise.

Fig. 4 
The vertical axis represents the average microsaccade frequency for 
all trials across a session with microstimulation.  The horizontal axis 
is the average frequency of the trials with no microstimulation for 
a particular session. There are twenty data points corresponding to 
the twenty sessions. The line of best fit has a slope of 1.326, which 
does not fall within the 95% confidence interval of a slope of one (the 
identity line), in red.

Fig. 5
The vertical axis represents the average peak velocity for all trials 
across a session with microstimulation.  The horizontal axis is 
the average peak velocity for trials with no microstimulation for a 
particular session. There are twenty data points corresponding to 
the twenty sessions. The regression line has a slope of 1.2933 and 
this value is not within the 95% confidence level of the slope of the 
identity line (red).
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Discussion

The initial analysis suggested that microstimulation caused an in-
crease in microsaccade frequency and average peak velocity. Figures 
3 and 4 revealed increases in microsaccade frequency and average 
peak velocity within the microstimulation trials of a session. The fre-
quency appeared to be more affected than the average peak veloc-
ity, possibly due to the fact that microsaccades have a very specific 
velocity range (discussed in Data Analysis). This signifies that they 
cannot undergo radical velocity change, otherwise they would not be 
deemed a microsaccade. The STA analysis mentioned in the results 
section computed the average motion stimulus (from the low coher-
ence RDP) amplitude preceding every microsaccade. This method 
was carried out in order to locate the burst of microstimulations that 
caused the extra microsaccdes in microstimulation trials. This was 
possible since the microstimulation pulses occurred almost concur-
rently (50 ms delay) with the coherent motion pulses (which were 
used in the STA analysis) in trials with microstimulation. If micros-
timulation had caused the increased generation of microsaccades in 
microstimulation trials, then within a certain time period preceding 
the microsaccade, we should find a coherent motion pulse, and there-
fore a corresponding microstimulation pulse. Since the coherent mo-
tion pulse has a scalar value of 1, this will cause a peak at some point 
in time preceding a microsaccade in the STA trace for microstimula-
tion trials. This peak was not found from our STA analysis; as can be 
observed in Figure 6, there is no significant difference in amplitudes 
for microstimulation and non-microstimulation trials.

The disparate results of the two analyses creates an ambiguity sur-
rounding the cause of the increase in microsaccade frequency. We 
were unable to satisfactorily establish any correlation between 
microstimulation and microsaccades; other explanations must there-
fore be entertained. The enigma surrounding the results of this study 
may be explained by the difficulty and unpredictability inherent in 
delivering microstimulation to MT neurons. For example, the tip po-
sition of the electrode can easily be repositioned between trials of the 
same session; this is due to pulsation of the brain and the moistness 
of its texture. Also, the two monkeys may have been reacting to the 
auditory stimuli generated by the onset of microstimulation, since 
microsaccade generation has known oculomotor mechanisms (7). In 
order to conclusively determine the effect of microstimulation on 
microsaccades, further analytical techniques need to be applied to 
do an exhaustive search for a temporal link between microstimula-
tion and the generation of microsaccades.

Conclusions

The effects of microstimulation to the MT area on the generation of 
microsaccades were studied. Our preliminary results suggest that 
microstimulation caused microsaccades to occur more frequently 
and with a higher velocity. However, a deeper analysis revealed no 
correlation between the two. Although inconclusive, the results in 
this paper make this a rewarding avenue for future vision research, 
with implications for other microstimulation centered studies.

Fig. 6
Saccade-triggered average for trials with microstimulation and without microstimulation. The plot depicts the average 
motion stimulus 500 ms before the onset of a microsaccade. The motion stimulus used in the STA was from the RDP with 
low coherence and the stimulus was reduced to two scalar values for computing the average. A value of 1 was assigned 
when there was coherent motion and a value of 0 was assigned when there was no coherent motion.  
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Abstract
 
Background: Multi-color fluorescence microscopy is dependent on the spectral specificity of the dyes 
and probes used for localization. One of the most commonly used fluorescent DNA dyes is DAPI, which 
is usually excited by UV light to emit in the blue visible light range. Herein, we describe a pattern of 
decreasing DAPI fluorescence upon extended UV exposure, closely followed by an increase in emission 
maxima in the green range.

Methods: UV-induced photo-conversion of DAPI to green-fluorescing photoproducts was studied on 
Chinese hamster ovary cells using wide-field fluorescence microscopy, at different UV exposure times and 
intensities. Imaging was done in repetitive cycles, by alternating between a DAPI and FITC filter cube and 
following this with a 1 second UV excitation time. The effect of differing UV light intensities on the photo-
conversion process was not previously described in the literature.

Results: Upon image analysis from a large sample of cells, the rate of photo-conversion was shown to 
be dependent on both the duration of UV excitation and the intensity of the UV light source. Both the 
process of DAPI depletion and photo-product growth showed biphasic exponential patterns of change. 
Furthermore, the level of DAPI fluorescence intensity was found to be negatively correlated with the green 
fluorescence of the photo-product.

Limitations: This study did not examine the effect of differing mounting media or a variation in DAPI 
concentration on the rate of DAPI photo-conversion. Also, the exact light dosage to the system was not 
measured from the 100W Hg bulb. Photo-bleaching of green fluorescence in cells not stained with DAPI 
was not measured to control for bleaching of endogenous cell molecules.  

Conclusion: Based on our findings, a set of recommendations was formulated in order to help reduce the 
effects of UV-induced DAPI photo-conversion.

RESEARCH ARTICLE

Introduction

Immunocytochemistry has proven to be tremendously useful in lo-
calizing and identifying molecules of interest within cells.  The fluo-
rescent dye 4’,6-diamidino-2-phenylindole dihydrochloride (DAPI) is 
commonly used for visualizing the nucleus and DNA regions of the 
cell (1-3). DAPI binds to the minor groove of DNA strands, particular-
ly A-T rich clusters (2, 3). Therefore, this common fluorescent dye has 
a multitude of applications either as a DNA-probe for flow cytometry 

or a dye for chromosome staining and simple DNA visualization in a 
variety of biochemical assays (3). Upon binding with DNA molecules, 
DAPI is most readily excited at 364nm wavelengths but has emission 
maxima in the 454nm range (4). By emitting within blue regions of 
the visible spectrum, DAPI nuclear staining can be used in concord-
ance with other dyes emitting in different ranges of visible light. It is 
essential that the spectral properties of separate dyes remain unique 
and consistent, facilitating accurate fluorescence microscopy.

*Email Correspondence:
stefan.rodic@mail.mcgill.ca
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Besides simply exciting DAPI molecules to induce maximum fluores-
cence, UV light has also been shown to  readily convert blue-emitting 
dyes such as DAPI or Hoechst 33258 into forms with green emission 
maxima (4-6). This UV-induced conversion generates photoproducts 
that not only emit light at longer wavelengths, but are also most 
readily excited by blue light. Through a complete spectral shift, the 
properties of these photo-products mimic those of fluorescein deriv-
atives (FITC) or green fluorescent protein (GFP). If left unaccounted 
for, such photo-conversion could be severely detrimental to precise 
multi-color fluorescence microscopy due to false positive green sig-
nals in the nucleus.

Photo-conversion has also been shown to be dependent on the du-
ration of UV-exposure yet independent of DNA binding, environ-
ment acidity/alkalinity or even the presence of a water solution 
(4, 6). The mechanism of this conversion is believed to be UV-induced 
oxidation, as studies have shown treatment of Hoechst 33258 with 
H202 solution yielded similar increases in green intensity, although 
the effect was weaker with DAPI (4). Furthermore, mass spectroscopy 
analysis showed both UV exposure and H202 increased the percent-
age of double protonated forms of DAPI. The photoproduct is likely 
the dye in this protonated state, a slight change in configuration that 
substantially alters the wavelengths of the excitation and emission 
maxima. A detailed study of DAPI can be complicated by its tendency 
to undergo photo-bleaching, which may or may not be a related proc-
ess to photo-conversion.  Likewise, the created photoproducts them-
selves have low stability and exhibit photo-bleaching after extended 
excitation. Interestingly, Zurek-Biesiada et al. noted that bleached 
DAPI signals regained ~50% of their initial levels after 1hr, while cor-
responding levels of the green-emitting photoproduct dropped ~50% 
over the same period (4). Such observations lead to speculation that 
the process of UV-induced photo-conversion is reversible in a sub-
population of molecules within this nuclear dye.

While planning a multi-color fluorescent assay using DAPI, it is im-
portant to consider a wide variety of factors that may potentially 
impact the rate of photo-conversion. Firstly, DAPI concentration has 
been found to be related to the rate of photo-conversion at levels be-
tween 0.1-1μM, where a higher concentration provides a larger pool 
of reactants to facilitate a faster conversion process (6). At high DAPI 
concentrations (7-10μM), fluorescent signaling is shown to decrease 
likely due to self-quenching, but this complication does not slow 
down photo-conversion (4). The increase in green intensity following 
UV excitation of DAPI was found when using a variety of mounting 
mediums and fixation protocols (5, 6). However, the use of glycerol 
as a mounting medium is particularly problematic as very high con-
centrations of glycerol  in the system are proportional to the level of 
photo-conversion (6).

These considerations lead us to select the mounting reagent Pro-
Long® Gold for experimentation. Despite being glycerol based, Pro-
Long Gold reduces the extraneous impact of photo-bleaching, is a 

commonly used laboratory medium and would allow better compari-
son to previous studies which used it (4-6). Experiments using high 
powered lasers (e.g. 100mW and 1.25mW for excitation and imaging 
respectively)(4) or mercury metal halide lamps (100W)(6) have char-
acterized DAPI photo-conversion in confocal microscopy. This study 
will use a metal halide lamp with a wide-field approach as done by 
Jez et al. (6)

Herein, we observe the increase of green signaling as UV exposure 
time increases, which will be referred to as FITC signaling due to the 
use of a FITC filter cube. It is the aim of this study to identify a set 
of protocols to reduce the rate of photo-conversion while further 
exploring the relationship between DAPI and its respective photo-
product. In addition, the previously unstudied effects of different UV 
intensities on this process were described.

Materials and Methods:

Sample preparation

Samples of Chinese hamster ovary cells expressing the focal adhe-
sion adaptor protein Paxillin-GFP were cultured and prepared using 
standard protocols. The cells were stained with 100 μL of DAPI (5 mg/
ml stock, 1:5000 dilution to 1 μg/ml) for 15 minutes at 23°C. They 
were then washed 3 times with 1ml PBS-and subsequently mounted 
on slides using ProLong® Gold antifade reagent (Life Technologies, 
Carlsbad CA, U.S).

Image acquisition

Observation of samples was done using a Zeiss AxioVert200M Invert-
ed Microscope with motorized stage and a 63x/1.4NA oil immersion 
lens. Cells were first imaged using a FITC filter cube (467-498nm ex-
citation, 513-556 emission), then using a DAPI filter cube (352-402nm 
excitation, 417-477nm emission) and finally were simply excited with 
UV light (100W Hg bulb) for a total of 1 second UV exposure per cy-
cle. Exposure times for imaging were adjusted for optimal conditions 
based on the UV intensity, but total UV exposure was kept consistent. 
Sample cells were imaged alternately with the FITC and DAPI filter 
cubes for a total of 200 cycles (200s total UV exposure). Thirty differ-
ent cells were imaged on 3 separate occasions for a total of 90 cells. 
This process was repeated for 100%, 50% and 10% intensities of the 
100W mercury halide lamp for a total of 270 cells imaged.

Image analysis

Sample images were analyzed using MetaXpress 5.0 (Molecular De-
vices LLC, Sunnyvale CA, U.S) software. Images were first corrected 
for background fluorescence using the software tools and then the 
mean nucleic DAPI and FITC fluorescence changes was obtained for 
each cell. After confirming that there was no difference between the 
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3 sampling periods, the normalized nucleic fluorescence data of 90 
cells per time-point per UV intensity were averaged together and 
statistical analysis was performed.

Results

Fixed and mounted Chinese hamster ovary cells with a paxillin-GFP 
marker were stained with DAPI. Blue and green fluorescence was 
observed using the DAPI and FITC filter cubes for differing UV light 
exposure times and intensities. It should be noted that any green 
signaling was referred to as “FITC signaling,” but this involves green 
fluorescence from GFP and converted DAPI, imaged by a FITC filter 
cube. There is no FITC staining present, only the use of a FITC filter 
cube for the imaging of green fluorescence.

UV exposure causes a decrease in DAPI fluorescence

Upon exposure to UV light, there was an exponential decay in DAPI 
signaling probably due to both photo-bleaching and photo-conver-

sion (Graphs 1-3, Fig.1). When comparing different UV intensities, 
there was a significant difference in the overall DAPI fluorescence 
change during the entire 200 second time course (Table 1). Among 
the differing intensities levels, DAPI signaling decayed most rapidly 
in the initial phases of UV exposure, followed by a considerably slow-
er exponential decay component. Therefore, the following biphasic 
exponential decay regression was used to model this interesting 
trend.

f(x) = y0 + a∙e - b∙x + c∙e - d∙x

The variables b and d represent the rate constants of the faster curve 
and slower curve respectively. All three DAPI models were well rep-
resentative of the data with R2 values of 0.9999, 0.9998 and 0.9998 for 
the 100%, 50% and 10% experiments and had random residual distri-
bution (Graphs 8,10,12). The biphasic nature of this regression model 
is itself indicative of two separate decay process, the fast one perhaps 
representing photo-bleaching occurring in unison with the slower 
photo-conversion process.

Fig. 1
Fluorescent imaging of 100% and 10% UV-induced DAPI photoconversion
A) The scale bars are 10μm in length. High DAPI fluorescence is shown in the upper left panel prior to extended 100% UV exposure. Follow-
ing 200 seconds of UV excitation, the DAPI signal is almost completely extinguished while there is a corresponding increase in FITC fluores-
cence shown the in the middle two panels. Note that the increase in FITC fluorescence is primarily localized in the nucleus without substan-
tial change in the cytoplasm, this supports the notion that it is the nucleic dye DAPI that is being photoconverted.
B) The scale bars are 10μm in length. The extent of DAPI depletion is not as noticeable after 200 seconds of 10% UV excitation while FITC 
signaling does not seem to be significantly effected also. When both the DAPI and FITC signals are overlain on top of each other, there ap-
pears to a minimal change in fluorescence due to photoconversion at this UV intensity.

A B
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The three separate UV intensities differed substantially in the rate, 
at which DAPI signaling decreased, with the fastest rates present at 
higher UV intensities. The regression models predicted different pla-
teaus for each of the three intensities. The plateau value for 100% UV 
intensity as a fraction was 0.08 of the original  standardized maximal 
value, 0.22 for 50% UV intensity and finally 0.37 for 10% UV intensity 
(Table 2). Although these differences may be attributed to inaccu-
racies in the model, they suggest that higher UV intensity achieves 
more complete depletion of the DAPI pool. There also appear to be 
inherent threshold values determining the extent of DAPI depletion 
using the given apparatus as the model predicts 8% of the pool will 
always remain in theory, while closer to 18% remained in the 200 sec-
onds actually tested (Table 2).

Comparatively, the fast components had a smaller span (distance be-
tween the plateau and starting point) than their faster counterparts 
for all UV intensities. Since the plateau is dependent on the span of 
the two separate components, the component with the greater span 
has a greater overall impact on how high the plateau of the regres-
sion will be. Despite having a slower rate constant, the slower process 
(photo-conversion) may have a larger final impact on DAPI depletion 
than photo-bleaching since this component has a larger ‘span.’ It is 

likely that the fast component has a reduced significance after the 
initial phases of UV exposure. Likewise, the rate constants of the fast 
components were over an order of magnitude greater than those of 
the slower components for all intensities. Among the fast/slow com-
ponents themselves, the rate constants became smaller as the UV in-
tensities decreased. This is subsequently reflected in the half-lives of 
the experiments, where there is a doubling in half-life between 100% 
UV intensity and 50%, followed by another doubling between 50% 
and 10%. This asymmetric trend in doubling indicates that a decrease 
in DAPI depletion is not related to UV intensity in a linear fashion, 
rather lower UV intensities have less of a decrease in depletion rate. 
In this respect, both the fast curves and slow curves mirrored each 
other and UV intensity seems to affect both processes equally. The 
standard deviation for the rate constant and half-life were based on 
three separate trial curves made per experiment. The standard de-
viations between these three trial regressions were greatest in the 
50% and 10% UV intensities, particularly for the fast components.

The standard deviation of mean DAPI fluorescence was based on 90 
samples for each intensity (all three trials averaged together) and 
gradually increased as UV exposure time went up. Although this in-
crease in variation is to be expected in normalized data where nearly 

Category Fast Component Slow Component

UV intensity 100% 50% 10% 100% 50% 10%

Plateau (yo) 0.083 0.218 0.365 0.083 0.218 0.365

Curve span (a or c) 0.2148 0.673 0.555 0.744 0.104 0.071

Rate constant in 
s-1 (b or d) 0.285 ± 0.032 0.147 ± 0.093 0.082 ± 0.043 0.0107 ± 0.0003 0.006 ± 0.0057 0.003  ± 0.005

Time constant (s) 3.50 ± 0.392 6.77 ± 4.28 12.1 ± 6.34 94.4 ± 2.65 158 ± 150 278 ± 463

Half-Life (s) 2.43 ± 0.273 4.69 ± 2.96 8.39 ± 4.39 64.7 ± 1.82 110 ± 104 192 ± 307

Table 2. Regression constants and half life of fast and slow DAPI curves. 
The regression constants are indicated for each curve at differing UV intensity levels. ‘Plateau’ indicates the asymp-
totic value at which the curve converges after decaying over the entire curve span. The variables a and b belong to 
the fast component while c and d are from the slow component.  The time constant is the inverse of the rate constant 
value, while the half life was calculated as ln2/(rate constant). The standard deviation values of the rate constant, time 
constant and half life are based on three separate trial curves obtained for each intensity experiment.

T-Test probability between different intensity groups

Dye 100% and 50% 50% and 10% 100% and 10%

DAPI 2.11 x 10-70 5.32 x 10-38 9.86 x 10-93

FITC 1.04 x 10-22 3.42 x 10-10 9.44 x 10-37

Table 1. Probability associated with t-test between differing intensity groups.
Very low P-values were obtained when comparing the change in fluorescence between time points 1s and 200s, 
among differing intensity groups ( i.e. comparing overall change in fluorescence during the time course between 
intensity groups). Although the differences between all three groups were significant, the greatest difference was 
between 100% and 10% groups, followed by  the 100% and 50% groups.
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all samples were initially at 100% fluorescence prior to UV exposure, 
it is indicative of differing rates of DAPI depletion among cells. These 
differing rates could be attributed to the differing individual contri-
butions of photo-bleaching and photo-conversion within each sam-
pled cell. The standard deviation was the highest at 10% UV intensity, 
it is likely that this UV level does not meet the threshold needed to 
induce a change in DAPI fluorescence in certain cells, thus causing 
more variability in the data than at high UV levels.

UV exposure causes an increase in FITC/GFP fluores-
cence

Concordant with an apparent decrease in DAPI fluorescence was an 
increase in the strength of FITC signaling that was reflective of ex-
ponential association (Fig. 1, Graphs 4-6). Once again, the data was 
noted to express two separate phases while increasing, therefore the 
following biphasic regression model was used:

f(x) = y0 + a∙(1 - e - b∙x) + c∙(1 - e - d∙x)

The regression curves generated R2 values of 0.9999, 0.9998 and 0.9977 
for the 100%, 50% and 10% UV intensities respectively, while the re-
sidual values were low and random if the initial outlier values were 
excluded (Graphs 7,9,11). These outlier values present during the first 
few seconds of UV exposure were excluded from curve modeling (in-
dicated by black dots in Graphs 4-6). Apart from possessing high vari-
ability and large standard deviation values, the outlier values were 
exceptions to the general increasing trend as they indicated rapid 
drops in fluorescence within the initial phases of UV excitation. The 
drop in fluorescence may be explained as initial photo-bleaching of 
the control levels of green fluorescence already within the cell prior 
to conversion (paxillin-GFP label), where this initial drop is quickly 
overcompensated for by the slower but more substantial DAPI photo-
conversion process. In addition, the biphasic nature of the regression 
independent of these outliers could point to both a fast and slow con-

version processes for increasing FITC fluorescence.

The vast majority of the 200 time points were fitted to exponential 
association curves, with initial starting points of 0.44, 0.63 and 0.80 
for the 100%, 50% and 10% UV intensities (Table 3). A lower starting 
point from the maximal normalized value of 1 (often reached near 
the last time point) indicated a greater overall percentage of conver-
sion. Although the general trend of increasing FITC signal strength 
was apparent at 100% UV intensity and to a lesser extent in the 50% 
UV data, the initial drop attributed to FITC photo-bleaching often 
canceled out photo-conversion at 10% so that FITC fluorescence 
levels would simply reach their starting point at the end of 200 sec-
onds in many cells. The large standard deviation during these initial 
time points reflected a wide range of spectral behaviors among cells, 
where some did not exhibit bleaching phenotypes while others had 
a massive drop in FITC fluorescence that was only later followed by a 
conversion increase.

The slow components showed the same trend described in the DAPI 
models where there was a doubling in half time between 100% and 
50%, followed by another doubling between 50% and 10%. In con-
trast, the fast FITC components showed a half-time doubling between 
100% and 50% UV intensities, but a 25-fold increase between 50% and 
10%. Thus, instead of there being an order of magnitude difference 
between the rate constants of the fast and slow components, they 
were the exact same at 10% UV intensity. This may indicate that the 
slow process increasing FITC fluorescence follows an expected trend 
at 10% UV, while the faster component is substantially inhibited from 
what is expected and may be the reason for an inhibited photo-con-
version process. Additionally, it was half lives of the 10% fast and slow 
components that displayed the greatest standard deviation, which 
was calculated between the three separate trial curves for each ex-
periment. Thus, there was substantial variation in the rate constants 
even among individual 30 cell trials, where 10% UV strength was not 
enough to induce a unanimous photo-conversion response.

Category Fast Component Slow Component

UV intensity 100% 50% 10% 100% 50% 10%

Initial point (yo) 0.443 0.635 0.801 0.443 0.635 0.801

Curve span (a or c) 0.211 0.094 0.382 0.386 0.393 0.375

Rate constant in 
s-1 (b or d) 0.080 ± 0.008 0.038 ± 0.014 0.002 ± 0.002 0.011 ± 0.001 0.005 ± 0.0005 0.002 ± 0.002

Time constant (s) 12.5 ± 1.20 26.0 ± 9.58 666 ± 666 94.3 ± 8.57 185 ± 18.5 666 ± 666

Half-Life (s) 8.63 ± 0.863 18.1 ± 6.67 462 ± 462 65.4 ± 5.94 128 ±1 2.8 462 ± 462

Table 3. Regression constants and half time of fast and slow FITC curves. 
The regression constants are indicated for each curve at differing UV intensity levels. ‘Initial point’ indicates the value 
at which the curve meets the y-axis at 0 seconds. The variables a and b belong to the fast component while c and d 
are from the slow component.  The time constant is the inverse of the rate constant value, while the half time was 
calculated as ln2/(rate constant). The standard deviation values of the rate constant, time constant and half life are 
based on three separate trial curves obtained for each intensity experiment.
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Negative correlation between DAPI and FITC fluores-
cence

To better evaluate whether the decreases in DAPI signal strength 
were more attributable to photo-bleaching or photo-conversion, the 
level of both DAPI and FITC fluorescence were compared at equal UV 
exposure time points with linear regressions (R2 values of 0.99). For 
all three intensities, a direct negative correlation was apparent be-
tween DAPI and FITC fluorescence (Graph 13). The ratio of DAPI:FITC 
fluorescence was not 1:1, instead the slope was -1.7, -1.5 and -1.4 for 
the 100%, 50% and 10% UV intensities respectively. Thus, there is a 
greater drop in DAPI fluorescence than increase in FITC fluorescence. 
It can therefore be concluded that the UV-induced decrease in DAPI 
signal could mostly be attributed to photo-conversion to green-emit-
ting photoproducts. Photo-bleaching still does have a significant im-
pact on DAPI depletion despite the use of ProLong Gold and its ef-
fect was greater at higher intensities than lower ones (more negative 
slope). Cells exposed to lower UV intensities did have higher DAPI to 
FITC ratio starting points compared to their counterparts samples 
exposed to higher UV intensities.

Additionally, outside of each linear regression there was a tail pat-
tern that became more apparent at lower UV intensities. FITC signal-
ing quickly dropped at high-DAPI/low-FITC levels (corresponding to 
early UV exposure time-points). This peculiarity could once again be 
attributed to early photo-bleaching of the control FITC fluorescence 
in the cell prior to conversion, where the green emitting molecules 
are bleaching faster than can be compensated by early photo-con-
version.

Discussion

The depletion of DAPI in response to UV excitation has been dem-
onstrated to be directly related to an increase in FITC fluorescence 
and thereby an increase in green-emitting DAPI photoproducts. At 
all intensities, the duration of UV exposure was related to the level 
of photo-conversion. Lower conversion rates and partial saturation 
of the system occurred at around 100 seconds at 100% UV inten-
sity. Previous studies have observed a conversion plateau between 
32 seconds and 4 minutes, probably attributable to the initial size of 
the conversion reactant pool (DAPI concentration) and the power of 
the UV light source (4-6). We used a similar set-up to Jez et al, (100W 
metal halide lamp/wide-field) who found a plateau of 32 seconds at 
100% UV intensity. However, this was done using a mounting medium 
with a high glycerol concentration, while using ProLong Gold they 
too described the response as significantly less robust (6). Although 
the automated intermittent FITC imaging during UV excitation may 
have slowed down the rate of DAPI photo-conversion by giving time 
for a reverse reaction, this is unlikely significant as reversal occurs on 
the order of minutes to hours and not fractions of a second (4).

DAPI fluorescence decayed in a biphasic exponential manner, likely 

due to the initial fast process of photo-bleaching followed by slower 
photo-conversion. The reason that photo-bleaching was hypothe-
sized to be the slower process is due to the lagging increase in the FITC 
signal behind the initial DAPI drop. The green-emitting molecules 
already present in the cells experienced their own photo-bleaching 
effect, but this was short lived during early UV exposure times and 
quickly compensated for by an increase in photo-conversion prod-
ucts. The photoproducts themselves also showed a biphasic pattern 
of growth, ultimately leveling off as DAPI substrate concentrations 
decreased. One hypothesis for the two-phase nature of this growth 
could be that the direct and fast process of DAPI-to-photoproduct 
conversion occurs alongside a slower indirect process of bleached 
DAPI-to-photoproduct conversion. As the initial pool of pure DAPI 
disappears, the growth curve shifts more and more to this secondary 
slower process that requires additional steps before the substrate can 
indirectly be converted to the photoproduct. An alternative mecha-
nism would involve an increase in the rate of the reverse reaction, 
alongside a decrease in the availability of DAPI substrate as the pho-
toproduct concentration increases. These two factors would gradu-
ally shift the equilibrium towards a slower increase and potentially 
reduce the intensity of FITC signaling completely below the sensitiv-
ity of the assay if observed long enough.

The rate of photo-conversion was substantially lower while using 10% 
UV concentrations, where most of the conversion inhibition seemed 
to originate from an inhibition of the fast component rate constant.  
Instead of being an order of magnitude faster than the slow compo-
nent as was the case with the other intensities, the 10% fast compo-
nent has the same half-life as the slow component. It is possible that 
10% UV intensity is below a given threshold needed to sufficiently 
allow the fast process to overcome the initial dip in FITC fluorescence 
due to bleaching of green-emitting molecules. This study did not ex-
amine the effect of differing mounting media or a variation in DAPI 
concentration on the rate of DAPI photo-conversion. Also, the exact 
light dosage to the system was not measured from the 100W Hg bulb. 
Photo-bleaching of green fluorescence in cells not stained with DAPI 
was not measured, thus the speculated photo-bleaching quickly oc-
curring at the beginning of excitation was not controlled for. Instead 
of looking at the change in green fluorescence in cells labelled with 
Paxillin-GFP, using a cell line with no endogenous green fluorescence 
and a red counterstain could have avoided the problem of inherent 
green photo-bleaching within the cell’s endogenous molecules.

Conclusions

Based on these findings, the following set of protocols were formu-
lated in order to reduce the potential negative consequences of un-
expected DAPI photo-conversion:



Volume 9   -   Issue 1   -   April 2014 37

High UV Excitation Intensity Induces Photoconversion of DAPI During Wide-Field Microscopy 

UV intensities should be kept at 10% that of standard levels 
(100% intensity of a 100W Hg bulb) or less whenever possible, 
despite the needed increase in imaging exposure times. 
Limit total UV exposure times to a few seconds at 100% UV in-
tensity and up to 50 seconds at 10% intensity (at which point 
FITC fluorescence returns to control levels after dipping ini-
tially).  
The use of lowest DAPI staining concentrations possible and 
mounting agents with lower glycerol levels (6).
Acquire DAPI images after all other higher wavelength images in 
order to eliminate green emission false positives. 
Use alternate DNA dyes such as DRAQ5 which fluoresce in the far 
red regions of the spectrum and has not been shown to exhibit 
photo-conversion (7). Hoechst 3258 and Vybrant DyeCycle blue 
dyes are not suitable alternatives as they experience photo-con-
version at a comparable level to DAPI (4).
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Graph 1-3. DAPI fluorescence during UV exposure. 
Graph 1 shows a substantial decrease in normalized 
DAPI fluorescence after 200 seconds of 100% UV excita-
tion. This trend is not as apparent in Graph 2 and is 
even weaker in Graph 3 at 10% UV exposure levels, 
where there was large variability in fluorescence at 
individual time points as indicated by the large error 
bars representing the fluorescence standard deviation. 
When the UV intensity is high, most cells follow expeir-
ence biphasic exponential DAPI signal decay, however at 
lower UV levels many cells do not experience this effect 
uniformly.  
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Graph 4-6. FITC fluorescence during UV exposure. 
Graph 4 shows a substantial increase in normalized  
fluorescence of FITC after 200 seconds of 100% UV 
excitation. This exponential biphasic trend is only inter-
ruppted by variable outliers in the initial phase of excita-
tion, represented by black dots with large error bars. 
The exponential association is not as apparent in Graph 
5 and is even weaker in Graph 6 at 10% UV exposure 
levels, where there was large variability in fluorescence 
at individual time points as indicated by the error bars
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Graph 7-12. Regression residuals. 
The residuals of Graphs 1-6 are shown individually to assess the quality of the exponential regression used for modeling. All residual data 
indicates a random distribution alongside relatively insignificant distances between the predicted values and the actual experimental 
values, indicating the regressions are a good fit. It should be noted that the initial decreasing outliers for the previous FITC graphs were not 
included as part of the regressions and therefore do not have representative residual values. 
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Graph 13. Negative correlation between DAPI and FITC fluo-
rescent intensity.
The right, middle and left circles indicate 10%, 50% and 100% UV 
intensity time point values respectively. The transparent da-
tapoints represent those included in the linear regression formu-
la. The solid color datapoints are outliers to this linear correlation 
trend Linear regression are indicated by black lines, with slopes of 
-1.78, -1.56 and 1.41 for the 100%, 50% and 10% UV intensities.
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Abstract
 
Background: B-Raf is one of the earliest and most common genetic mutations 
observed in many different types of cancers. A single mutation in B-Raf cannot cause 
full-blown cancer, but may cause an observed phenotype called oncogene induced 
senescence (OIS). This suggests the need for cooperation between B-Raf and other 
genes for successful tumorigenesis. 

Objective: We look to characterize Human Fibroblast cells that are able to senesce in 
response to elevated oncogenic expression of B-Raf.

Methods: We introduced ectopic expression of inducible B-Raf into human fibroblast 
cells. We characterized the successfully infected cells based on their ability to induce 
senescence. 

Results: We isolated cells of clonal origin and we identified the clone most responsive 
to B-Raf expression.

Conclusions and Future Research: Our methodology proved to be effective in 
creating a model of B-Raf expression that can be used to study OIS. The next step is 
to screen the cells to identify genes that enable the cells to evade senescence. These 
genes could prove to be valuable chemotherapeutic targets.

RESEARCH ARTICLE

Introduction

The MAPK/ERK pathway plays an important role in the regulation of 
cell proliferation, differentiation, survival and apoptosis in many or-
ganisms (1). This signal cascade starts with the binding of a mitogen 
to a cell surface receptor, activating members of the Ras GTPase fam-
ily (1). Activation of Ras involves switching from a GDP-bound state 
to GTP-bound state and activating the downstream element Raf (1). 
There are 3 homologs of Raf proteins, A-RAF, B-RAF, and C-RAF, but 
research has been focused on B-Raf as its mutations have been ob-
served in melanomas, thyroid and, colorectal cancers (2). Raf is a ser-
ine/threonine protein kinase that activates the downstream element 
MEK by phosphorylation. Activation of MEK, another serine/threo-
nine kinase, allows it to phosphorylate p42 and p44 Erk kinases, con-

verting them to the active states p42 phospho-Erk and p44 phospho-
Erk (1). Finally, the Erk kinases can phosphorylate other transcription 
factors, ultimately leading to cell growth and proliferation. The loss 
of function or gain of function of any component of this pathway can 
have detrimental effects to the overall function of the organism. 

Normal expression of Ras and Raf causes cell growth, however, con-
stitutive expression of Raf and Ras in normal cells induces the phe-
notype of oncogene-induced senescence (OIS) (3, 4). This state of 
irreversible growth arrest is thought to be a protective mechanism 
used by the cell as a defense against tumorigenesis and to allow for 
the repair of cell cycle machinery (5). Senescent cells display special 
cell properties such as an elongated cell morphology and beta-ga-
lactosidase activity (6). OIS greatly resembles replicative senescence 
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where a cell’s telomeres are shortened to the point where cells can 
no longer proliferate (7).

The biochemical mechanisms governing how senescence is induced 
are unknown, however candidates include p53, cyclin-dependent 
kinase inhibitors (CDK) inhibitors, p21Cip1, p16Ink4a, and other factors 
involved in telomere maintenance, such as telomerase, TRF1 and 
TRF2 (3). Aberrant expression of p53, p16, and p21 genes often leads 
to tumorigenesis, likely due to the ability of the cancerous cells to 
bypass the senescent mechanism (8). The loss of p53 may promote 
transformation through evasion of apoptosis as well(9). On the other 
hand, overexpression of telomerase can bypass the Hayflick limit 
- the number of times a normal cell will divide before cell division 
stops, and lead to the immortalization of cells(10).

Upregulation of the oncoproteins Ras or Raf is insufficient to induce 
uncontrolled growth in normal cells- rather cells need the coopera-
tion of other genes in order to successfully transform (11). A likely 
mechanism of transformation is the loss of tumour suppressor genes, 
as their expression usually inhibits cell growth. The candidate ap-
proach and looking at specific genes greatly limited previous stud-
ies scope, and these experiments likely missed many relevant genes 
involved in the senescence mechanism. The question is also raised 
of whether or not changes in gene expression are of causality or of 
correlation.

We used a lentiviral vector containing the conditionally active 
∆B-Raf-ER* construct to successfully transfect the cells. ∆B-Raf-ER* 
is stabilized by 4-hydroxy-tamoxifen (4-HT) binding, causing dimeri-
zation of the chimeric protein, translocation into the nucleus and in-
creased B-Raf expression. We screened multiple clones obtained from 
infection based on responsiveness to 4-HT and B-Raf signaling, and 
the induction and maintenance of senescence. Having clones being 
able to grow in the presence of 4-HT and B-Raf signaling would result 
in false positives. After careful selection, we identified clone 2 as the 
best candidate.

The next step of the experiment would be to screen the genome 
through the systematic knockdown of genes with clone 2. The identi-
fication of these genes as requisites for B-Raf driven oncogenic trans-
formation would provide new targets for drug development and a 
better understanding of oncogenic mechanisms.

Materials and Methods

Construction of Lentivirus Expression Vectors

We conducted the experiment using immortalized HF-E1T cells (hu-
man fibroblasts) transduced with the appropriate pLEGblast lentivi-
ral stocks.

Lentiviral vectors encoded either ∆B-Raf-ER* or mCherry. 
∆B-Raf-ER* is a fusion protein consisting of the protein kinase do-
main of mouse B-Raf linked to mouse estrogen receptor (ERα). The 
ER receptor is engineered to be non-responsive to β-estradiol, but 
retains responsiveness to 4-hydroxy-tamoxifen (4-HT) and the ICI 
series of estrogen receptor antagonists (12). We gateway cloned the 
B-Raf-ER* cassette from the pBabe vector into the pLEG vector (13). 
mCherry is a monomeric fluorescent protein. Cells with the mCherry 
vector lack an estrogen receptor and are not responsive to 4-HT.

Cell Culture, Lentiviral Production, and Infection

We cultured all cells in Dulbecco’s modified Eagle’s Medium (DMEM) 
supplemented by 10% Fetal Bovine Serum, penicillin and streptomy-
cin. We cultured cells in a humidified environment containing 5%
(v/v) CO2 at 37 °C. We prepared 4-HT (Sigma) as 1 mM stock solu-
tion in ethanol, stored at -20 °C and diluted to appropriate concen-
trations.

We obtained lentiviral stocks by polyethylenimine transfection of 
the appropriate vectors along with lentiviral packaging plasmids into 
293T cells. We cultured targeted cells in blasticidin to select for suc-
cessfully infected cells. We isolated individual cell clones into differ-
ent plates. We obtained 9 independent clones, labeled as clones 1-3, 
6,7, 9-12. Following selection we isolated cells into individual plates 
and allowed to grow on their own. We tested their responsiveness 
to 4-HT in the Characterization of B-Raf clones experiment, dose-re-
sponse curves and time courses.

Cell Characterization

Characterization of B-Raf Clones
We seeded the clones and cells expressing mCherry at 40,000 cells per 
well in a 6-well plate which was left for a day in normal media. We 
then treated wells with either 1 uM of Ethanol or 10 nM of 4-HT. Each 
condition was done in triplicate. We allowed the cells to grow for 4 
days before counting them with a hemocytometer.

Dose-Response Curve and Time Course 
For dose-response curves, we seeded the cells at 15,000 cells per well 
in a 12-well plate and left for a day. We then treated wells with in-
creasing concentrations of 4-HT. Each concentration was done in 
triplicate. We allowed the cells to grow for 7 days before counting. We 
replaced media containing 4-HT after 3 days with media containing 
the same concentration of 4-HT. We constructed the characterization 
of B-Raf clones and time course experiments in a similar manner to 
that of dose-response curves, except that the wells were all treated 
with 100 nM 4-HT. The cells were counted using a hemocytometer on 
days 2,4, and 6.

Screen for Escape Frequency
We seeded mCherry cells and HF-E1T:∆B-Raf-ER* , clones 2,6, and 12 
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at 106 cells in 150 mm dishes. We either seeded clones 2,6, and 12 
alone or with 100 or 1000 mCherry cells. We the treated all cells with 
100 nM 4-HT for 4 days. We replaced the media with normal media 
without 4-HT and changed every 3-4 days over the span of 2 weeks.  
We seeded the mCherry expressing cells with clones to insure that 
the 4-HT media allows cell growth. We then stained the plates with 
Giemsa and visualized for colonies that grew out. Giemsa stains for 
DNA, therefore the darker the shade of purple from Giemsa stain, 
the more colonies that are present. The experiment was conducted 
twice.

Preparation of Cell Extracts and analysis by Western 
Blotting

We serum starved cells through treatment with DMEM with penicil-
lin and streptomycin for 12 h. For the first Western blot, we treated 
∆B-Raf-ER* human fibroblast clones with increasing amounts of 4-HT 
(0-100 nM) for 24 hours. We treated mCherry cells with 0 and 100 
nM of 4-HT and used these cells as a control. For the second West-
ern blot, we treated ∆B-Raf-ER* human fibroblast clones with 100 nM 
4-HT for increasing periods of time. We counted 510,000 cells from 
each condition and lysed in 100 uL of 1X Laemmli Lysis Buffer. We 
directly loaded and electrophoresed aliquots of cell lysates through 
12% polyacrylamide gels. We transfered the gels to PVDF membranes 
(Bio-RAD) and incubated in primary antibodies overnight at 4 °C. 
Primary antibodies used are as follows: Polyclonal rabbit anti-ERα 
(Santa Cruz Biotechnology, sc-543) used at a dilution of 1:200, mono-
clonal mouse anti-p-ERK (Cell Signalling Technology, 9106) used at a 
dilution of 1:2000, and monoclonal rabbit anti-ERK (Cell Signalling 
Technology, 9102) used at a dilution of 1:1000. Horseradish peroxi-
dase-conjugated anti-mouse and anti-rabbit immunoglobulins were 

from Amersham and used at a dilution of 1:5000. We developed West-
ern blots with the ECL Western Blotting detection kit (Amersham).

Results

We obtained 9 independent clones after infection with 
pLEG-B-Raf-ER* vector and blasticidin selection. In order to test re-
sponsiveness to 4-HT, the characterization of B-Raf clones experi-
ment was conducted. The results are shown in Fig. 1. 4-HT treatment 
caused all clones to adopt pronounced morphological changes. Cells 
displayed an extended shape with a spherical cell body. Relative cell 
numbers were obtained by dividing the cell count from 4-HT treat-
ment by the cell count obtained from ethanol treatment. The relative 
cell counts are shown in Fig. 2. Varying levels of growth arrest were 
observed in the clones. Clone 1 showed a very low level of growth ar-
rest whereas clones 2,6 and 12 showed the highest levels. Clones 2, 6 
and 12 were selected for further characterization with dose-response 
curve and time course experiments.

Dose-Response Curves

We wanted to determine the minimal concentration of 4-HT required 
for the activation of B-Raf and senescence induction in the maximal 
number of cells. A concentration that was too low would result in in-
sufficient levels of 4-HT and B-Raf signaling, whereas too much could 
result in cell apoptosis(14). We incubated cells in full media contain-
ing increasing concentrations of 4-HT (0-100 nM) for 7 days before 
their numbers were quantified. The values obtained were normalized 
to that of cells treated with 0 nM of 4-HT. The results are shown in 
Fig. 3.

Fig. 1 
Characterization of B-Raf Clones: B-Raf induced senescence of 
HF-E1T cells. Average cell count comparison between ethanol and 
4-HT treatments for clones and mCherry cells. Growth curve I was 
conducted by first seeding 40,000 cells into 6 well plates and leav-
ing them for a day. The cells were then treated with either Ethanol 
or 10 nM 4-HT and allowed to grow for 4 days before counting. 
Each condition was done in triplicate.

Fig. 2 
Characterization of B-Raf Clones: B-Raf induced senescence of 
HF-E1T cells. Relative cell counts were obtained by dividing the cell 
count obtained from 4-HT treatment by the cell count obtained 
from ethanol treatment. Growth curve I was conducted by first 
seeding 40,000 cells into 6 well plates and leaving them for a day. 
The cells were then treated with either Ethanol or 10 nM 4-HT and 
allowed to grow for 4 days before counting. Each condition was 
done in triplicate.
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mCherry cells were unresponsive to 4-HT treatment and show rela-
tively consistent cell counts across the concentrations of 4-HT. Clones 
2, 6 and 12 show growth arrest at increasing concentrations of 4-HT. 
Clones 2 and 6 have more of a gradual decrease in cell count as con-
centration increases, whereas clone 12 has a more abrupt drop in cell 
count. 25 nM appears to be the minimal concentration required to 
induce cellular senescence. However, concentrations 25-100 nM may 
also show the ratio of apoptosis and proliferation near one.

Time Course

The amount of time required for the induction of senescence is di-
rectly dependent on the activation of ∆B-Raf-ER*, its downfield cas-
cade and growth arrest machinery. We wanted to determine how 

quickly cells would respond to ∆B-Raf-ER* activation and how its 
activation would affect cell proliferation. We chose a concentration 
of 100 nM of 4-HT to treat the cells, well above the minimal concen-
tration required for senescence induction determined from the dose-
response curves. We chose a concentration of 100 nM to make sure 
that the least number of cells would escape senescence and to keep it 
consistent with the Characterization of B-Raf Clones experiment. We 
normalized the results obtained to the cell counts obtained on day 0. 
The results are shown in Fig. 4.

In all cases, treatment with ethanol did not affect growth of cells. 
mCherry cells treated with 4-HT were unaffected and grew as quickly 
as in ethanol. Clones 2, 6 and 12 all exhibit senescence after 2 days of 
4-HT treatment and stay at a similar cell count until day 6.

Fig. 3 
Dose Response Curve: B-Raf induced 
senescence of HF-E1T cells with increas-
ing concentrations of 4-HT. The cell 
counts were normalized to the cell count 
obtained at a concentration of 0 nM. Dose 
response curves were conducted by first 
seeding 15,000 cells into 12 well plates 
and leaving them for a day. The cells were 
then treated with increasing concentra-
tions of 4-HT and allowed to grow for 7 
days before counting. Each concentration 
of 4-HT treatment was done in triplicate.

Fig. 4 
Time Course: B-Raf induced senescence of 
HF-E1T cells with increasing time of exposure 
to 4-HT. The cell counts were normalized to the 
cell count obtained at day 0. Growth curve II 
was conducted by first seeding 15,000 cells into 
12 well plates and leaving them for a day. The 
cells were then treated with 100 nM of 4-HT and 
counted on days 0, 2, 4 and 6. Each condition 
was done in triplicate.
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Screen for Escape Frequency

The ultimate goal of the genetic screen is the determination of genes 
that are involved in the evasion of senescence. It’s therefore impera-
tive that cells are responsive to 4-HT and B-Raf signaling to become 
senescent. Any cells able to evade the senescence mechanism with-
out the knock down of a gene would lead to a false positive. We con-
ducted the screen for reversion frequency as described in methods.

Clones 2 and 12 without any mCherry cells had uniformly lightly 
coloured plates without any dark spots illustrating that no colonies 
had escaped senescence. Clone 6 without any mCherry cells had 
many colonies grow out and had a much darker stain compared 
to that of clone 2 and 12. The plate with only mCherry cells had a 
uniformly darker shade compared to that of clones 2 and 12 without 
mCherry cells, and was similar in colour to that of clone 6 without 
mCherry cells. This observation illustrates that mCherry cells and 
clone 6 cells had a similar number of cells in the wells. Clones 2 and 
12 with mCherry cells showed darker regions on the plates due to 
mCherry cells being unaffected by 4-HT and growing out. There 
was very little difference in colour between clone 6 plates with and 
without mCherry cells, demonstrating that clone 6 cells were able to 
evade senescence. The ability of clone 6 to grow out in the presence 
of 4-HT removed it from any further experiments. The results are 
shown in Fig. 5.

∆B-Raf-ER* Signaling in 4-HT treated Cells

We wanted to demonstrate that 4-HT treatment caused an 
increase in ∆B-Raf-ER* signaling in cells by conducting Western 
blots. We conducted the first blot by treating cells with increasing 
concentrations of 4-HT; we conducted the second one by treating cells 
with increasing times of exposure. We blotted both Western blots for 
estrogen receptor ERα, protein kinase Erk and its phosphorylated 
form phospho-Erk (p-Erk). Estrogen receptor is usually degraded 
by the proteasome (15), however 4-HT binding stabilizes it (16).  
Also, human fibroblasts should not have estrogen receptor present, 
therefore any expression of estrogen receptor would be from 
4-HT binding and stabilizing the estrogen receptor of ∆B-Raf-ER*. 
Stabilization of receptors causes dimerization and translocation into 
the nucleus, leading to increased B-Raf expression. To ensure that 
stabilization of the receptor does indeed lead to the activation of the 
MAPK/ERK pathway, we also blotted for downstream element of B-
Raf, p-Erk. We used Erk as a loading control.

We rendered plates of almost confluent cells quiescent by serum 
starvation. For the first part of the experiment, we treated clones 
with increasing concentrations (0-100 nM) of 4-HT for 24 hours. We 
treated cells expressing mCherry with either 0 or 100 nM of 4-HT 
and used them as a control. For the second part of the experiment, 
we treated clones with 100 nM of 4-HT for increasing periods of time 
(0-24 hours). After exposure to 4-HT, we lysed cells with 1X Laemmli 
buffer. We ran the lysates on a Western blot and blotted with ERα, 
Erk and p-Erk antibodies. The Western blots are shown in Fig. 6, Fig. 
7 whereas the levels of expression of ERα, Erk and p-Erk are shown in 
Table 1 and Table 2.

Fig. 5
Screen for Escape Frequency: B-Raf induced senescence of 
HF-E1T cells in the presence of 4-HT with or without mCher-
ry cells. The screen for escape frequency was conducted by 
first seeding 106 mCherry cells, clones 2,6 and 12 into 150 
mm plates. The plates of clones were either seeded alone 
or with 100 or 1000 mCherry cells. After a day, all the plates 
were treated with 100 nM of 4-HT for 4 days before replace-
ment with normal media for two additional weeks.

Fig. 6
∆B-Raf-ER* signaling in HF-E1T cells. Effect of increasing 
concentration of 4-HT on protein expression. Almost conflu-
ent plates of mCherry cells and clones 2 and 12 were serum 
starved overnight. They were then treated with increasing 
concentrations of 4-HT for 24 hours. Cell lysates were pre-
pared, and Western blotting assessed the levels of expres-
sion of ERα, Erk and p-Erk.
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Fig. 7
∆B-Raf-ER* signaling in HF-E1T cells. Effect of time of treatment to 
4-HT on protein expression. Almost confluent plates of mCherry 
cells and clones 2 and 12 were serum starved overnight. They were 
then treated with increasing times of exposure to 100 nM of 4-HT. 
Cell lysates were prepared, and Western blotting assessed the 
levels of expression of ERα, Erk and p-Erk. 

Table 1
Calculated levels of expres-
sion of ERα, Erk and p-Erk for 
clones 2 and 12 treated with 
increasing concentrations of 
4-HT for 24 hours.

Table 2
Calculated levels of expres-
sion of ERα, Erk and p-Erk for 
clones 2 and 12 treated with 
increasing times of exposure 
to 100 nM of 4-HT.
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From the first Western blot, we observe that increasing concentra-
tions of 4-HT caused increased levels of the estrogen receptor and 
increased levels of p-Erk. We can observe that there are consistently 
higher levels of p-ERK and ERα for Clone 12 compared to clone 2. The 
similar levels of Erk present in each sample confirmed equal load-
ing of the Western blots. From the second Western blot, we observe 
that increasing time of exposure to 4-HT caused increased levels of 
estrogen receptor and increased levels of p-Erk. We can observe that 
there are consistently higher levels of p-ERK and ERα for Clone 12 
compared to clone 2.  Again, the similar levels of Erk present in each 
sample confirmed equal loading of the Western blots.

Discussion

Virus infection of human fibroblast cells generated multiple clones, 
numbered 1-3, 6,7, and 9-12. We screened the clones for their abil-
ity to induce senescence through B-Raf signaling and their ability to 
remain growth arrested after the removal of 4-HT. Clones 2 and 12 
were the most efficient clones at senescence induction and its main-
tenance. We measured the activity of the kinase cascade. ∆B-Raf-ER* 
showed increased activation with increased concentration or time of 
exposure to 4-HT for both clones. We eventually abandoned clone 12 
because of its low cells counts, likely due to increased expression in 
the MAPK/ERK pathway leading to apoptosis. We can confirm this 
observation by looking at the increased levels of ERα and p-Erk of 
clone 12 compared to clone 2 in the Western Blots in Fig. 6, 7 and 
Tables 1 and 2.

The results obtained from the current experiment agree with the lit-
erature where constitutive expression of oncogenic Ras and Raf in 
cells elicits premature senescence in fibroblast cells(3, 4). Raf medi-
ated senescent cells exhibited irreversible withdrawal from the cell 
cycle, elongated morphology, retention of viability, and the induc-
tion of senescent enzymatic marker β-galactosidase(4). All these 
characteristics were also observed in the current experiment, except 
that the activity of β-galactosidase was not tested, but likely to be 
present. The question still remains, how do cells achieve senescence, 
what proteins are involved in the process?

Through FACS, a tool used to identify cells in different stages of the 
cell cycle, previous work demonstrated that Raf mediated cell senes-
cence arrested in G1 and G2/M(4). Arresting in these two stages of the 
cell cycle could suggest different proteins and mechanisms involved 
at each of these stages. Alternatively, it could also suggest the same 
protein involved in two different stages of the cell cycle. It would be 
intriguing to see if the HF-E1T immortalized cell line would exhibit 
similar properties and arrest in the same cell cycle stages.

Senescent cells are known to express elevated levels of p53, p21Cip21, 
and p16INK4a (17, 18), but evidence suggests that the level and role 
in senescence these genes may play is still not well understood. In 

IMR-90 cells, a type of human lung fibroblast, Raf induced senes-
cence did not correlate with induction of p53 or p21Cip21, but rather 
with p16INK4a (4). On the other hand, ectopic expression of p15INK4b, 
p16INK4a, p21Cip21 and p27Kip1 elicited cell cycle arrest in TIG-3 human 
lung fibroblasts (19). A possible explanation for these results it that, 
different mechanisms may mediate oncogene-induced senescence in 
different cell lines.

Finally, much work has also been done on Ras, the upstream regula-
tor of Raf proteins. Ras mediated OIS exhibits similar characteristics 
to the senescence induced by Raf but has a difference in morphology 
(20). Ras induced senescence is distinctive in that it has a flattened 
phenotype like non-senescent cells, as opposed to the elongated phe-
notype of that of Raf (20). The difference in morphology may be at-
tributed to the additional cell signaling pathways Ras can regulate, 
such as those involving Rho GTPases. The difference in morphology 
could also suggest different mechanisms involved in their senes-
cence. Other studies have also been conducted on MEK, the down-
stream substrate of Raf. MEK mediated OIS exhibits all the same char-
acteristics as Raf mediated OIS including the elongated morphology 
(21). These observations would be expected as Raf directly activates 
MEK and has very few substrates (21).

The genes mentioned above in the discussion could all be part of the 
senescence mechanism; however the increased expression of these 
genes may at times be observed due to coincidence rather than by 
causation. In the locus coding for p16INK4a, another protein known as 
p19ARF is also present (22). It has been proven that mice lacking p19ARF 
but have normal expression p16INK4a develop tumours (22). These re-
sults suggest that the elevated expression of p16INK4a observed in se-
nescent human fibroblasts may be indication of correlation rather 
than the causation of senescence (4). It’s possible that p16INK4a may 
have a role in tumour suppression, however its role in senescence is 
still not well understood.

Conducting a genetic screen involving the systematic interrogation 
of the human genome would avoid the problem of correlation and 
provide results based on causation since we would obtain a visible 
phenotype. We would also be able to screen thousands of genes at 
once rather than focus on the expression of specific genes. In a ge-
netic screen conducted by Wajapeyee and al. on human fibroblasts 
and melanocytes, secreted protein IGFBP7 was identified as a major 
player in B-Raf oncogene induced senescence (14). However a paper 
published not long after contradicted this result and concluded that 
IGFBP7 was actually not required for B-Raf oncogene induced senes-
cence (23). The explanation for this discrepancy was that the tissue 
culture conditions used in the original experiment allowed activated 
B-Raf to cause genetic changes. These genetic changes resulted in the 
selective outgrowth of antibiotic-resistant clones that had escaped 
oncogene-induced senescence. This scenario is unlikely to occur in 
our experiment, as our cells are less prone to escape senescence. Our 
screen for escape frequency of clone 2 did not yield an outgrowth 
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of a single cell colony. In another genetic screen conducted on epi-
thelial cells, genes previously implicated in proliferative control such 
as PTEN were confirmed (24). In addition, new genes such as REST 
that is involved in the transcriptional repression were also identified 
(24).

For our experiment, we will be using barcoded, retroviral based short 
hairpin RNA (shRNA) library to enable stable gene knockdown. We 
will be able to systematically screen the human genome for genes 
whose loss of function will transform cells into an oncogenic state 
and bypass senescence. We propose a pooled screen paradigm where 
cells will be treated with shRNAs to knockdown genes. Cells with suc-
cessful gene knockdown will be selected for and the ectopic expres-
sion of B-Raf will be upregulated to induce senescence. The cells with 
successful senescence evasion will have the barcode of the shRNA 
sequenced to determine the gene that was knocked down. There is 
the possibility that some cells with senescence evasion have more 
than one gene knocked down. In this case, we will sequence all the 
barcodes from the shRNAs and identify them. We will then treat se-
nescent cells with the shRNAs individually to determine the gene 
causing senescence. The genetic screen we would conduct will likely 
first identify already defined tumour suppressors in the literature, 
but additionally it may identify novel genes previously undefined in 
the literature. The newly identified genes would provide novel tar-
gets for drug therapies and markers of tumorigenesis.
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Abstract
 
Background: Within the cerebellum white matter are located four pairs of nuclei, collectively 
known as the deep cerebellar nuclei (DCN) (1). In the cerebellum, signal integration from pre-cerebellar 
structures via excitatory parallel fibers and climbing fibers in the cerebellar cortex  occurs in GABAergic 
Purkinje cells (PC) (2). The main target of these PC cells is the DCN (2)  and approximately 85% of GABAergic 
input on the DCN is from PCs (3). Furthermore, PCs outnumber DCN neurons (26:1) (2). Therefore, despite 
receiving substantial inhibition from Purkinje cells, DCN neurons are still active at rest showing regular 
spiking or spontaneous bursts (4). DCN neurons fire spontaneously at approximately 10-50 Hz (5). 
Given this unique anatomy of PC-DCN synapses, characterization of this synaptic circuit is important in 
understanding the overall role of the DCN in the brain.

Methods: The findings of 28 studies, including a few reviews, are reported in this paper. Studies selected 
focused principally on characterization of DCN circuitry properties and the role these properties have in 
the functioning of the DCN. Most studies employed in vivo and/or in vitro cellular recordings in rodents, 
among other models. Studies ranged from 1984 to 2013.

Summary: This review outlines current findings on the forms of plasticity found in the DCN, the function 
of the DCN and the connections between the DCN and other brain regions. In short, neurons in the DCN 
demonstrate both synaptic and non-synaptic plasticity. Cerebellar involvement in motor activity has been 
extensively studied therefore, not surprisingly; DCN neurons form connections with the motor cortex but 
also the prefrontal cortex. PC input on the DCN influences spike rate and timing through fluctuations in 
PC synchrony, and rebound depolarization.

REVIEW ARTICLE

Introduction

Nestled within the cerebellum are four pairs of nuclei, known as the 
deep cerebellar nuclei (DCN) (2). The cerebellum, in general, receives 
input from pre-cerebellar regions (2). This information is conveyed 
to the cerebellar cortex via excitatory MF and CF (2). Within the cer-
ebellar cortex, these inputs are processed by the Purkinje cells (PC). 
Projections from PCs are the sole output of the cerebellar cortex. 
Notably, the DCN receive 85% of its inhibitory input from PCs (3). 
Furthermore, the DCN also receive excitatory input from MF and CF 
collaterals (2). Purkinje cells do not innervate the DCN in a uniform 
pattern (2). Of the types of neurons in the DCN, four are projection 
neurons (large and small) and two are interneurons (4). Large gluta-
matergic neurons have excitatory projections to extracerebellar 
non-olivary nuclei, small/medium nucleo-olivary GABAergic neu-
rons have inhibitory projections to the inferior olive, large GABAer-
gic and glycinergic neurons have inhibitory role in local circuitry 
and other glycinergic neurons have inhibitory feedback to cortex 

and feedforward to the brainstem nuclei (4,5). In turn, the DCN pro-
vide excitatory and inhibitory output to other brain regions such as 
the brainstem, thalamus and inferior olive (2). Not surprisingly, the 
DCN have connections to the motor cortex. However, connections be-
tween the prefrontal cortex and the DCN suggest that the DCN may 
also function within a wider behavioural context. While the anatomy 
and circuitry of the cerebellar cortex is well-studied, the circuitry 
of the DCN has received less attention. Nowadays, the DCN are often 
studied with very little differentiation between the individual nu-
clei and their circuitry within. More research must be done to map 
the connections within the DCN and the roles of the individual deep 
cerebellar nuclei. This paper aims to review current research on the 
circuitry and function of the DCN, with an emphasis on the PC-DCN 
synapse and plasticity. Briefly, the DCN has shown both changes in 
synaptic strength and intrinsic excitability mediated by changes in 
Ca2+ with PC synchrony, as well as rebound-induced spiking being 
proposed to influence DCN activity.

*Email Correspondence:
jenna.hotton@mail.mcgill.ca
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Neuroplasticity

Neuroplasticity can either return neurons to homeostasis or form 
a new set point such as non-homeostatic (6). Neuroplasticity in the 
DCN has mainly been studied in relation to its putative role in motor 
learning. Aizenman and Linden (7), who have studied both use-
dependent synaptic plasticity and non-synaptic plasticity, propose 
that both forms of plasticity may work together to provide “a flexible 
and informationally rich engram” (7). An engram refers to the hy-
pothetical representation of memory traces in the brain. In general, 
the DCN show bidirectional long-term synaptic plasticity, short-term 
synaptic depression and increases in intrinsic excitability.

Neurons in the DCN show bidirectional long-term 
synaptic plasticity

The PC-DCN synapses demonstrate long-term synaptic or use-de-
pendent plasticity (8). This form of plasticity can cause a bidirec-
tional change in synaptic strength – either enhancing the synapse’s 
strength of depressing it. This bidirectional synaptic plasticity is in-
duced by changes in post-synaptic Ca2+ influxes. Large Ca2+ transients 
induce long-term potentiation (LTP) and small transients induce 
long-term depression (LTD) (9). 

Bidirectional synaptic plasticity at PC-DCN synapses has been studied 
by Aizenman et al. (9). They concluded, using intracellular recordings 
from the DCN of rats, that bidirectional long-term synaptic plasticity 
does exist at inhibitory synapses due to IPSP triggered Ca2+ influxes 
(9). Their results indicated that a burst of short, high frequency (10 
pulses at 100 Hz) IPSPs applied at resting potential generated large 
Ca2+ transients - thereby inducing LTP for more than 20 minutes (9). 
Hyperpolarizing pulses also triggered LTP and generated large Ca2+ 
transients (9). However, when a burst of IPSPs (10 pulses at 100 Hz) 
is applied at a tonic hyperpolarized potential (-67 mV), this induces 
LTD with reduced Ca2+ transients (9). A burst of short, high frequency 
IPSPs at resting potential or at hyperpolarized potential also gener-
ated sizable rebound-induced spiking or limited rebound-induced 
spiking respectively (9). Rebound-induced spiking is a burst of spikes 
which are elicited at a depolarizing membrane potential following a 
release from inhibition (10).  This long-term bidirectional synaptic 
plasticity is mediated in part by Ca2+ channels: blocking of Na+ spikes 
(using QX-314) also induces LTD with limited rebound spiking, (9) 
thereby showing that rebound is not mediated by Na+ channels. The 
contribution of Ca2+ influxes during rebound has been further stud-
ied: Dendrites in the DCN are capable of calcium-based excitation and 
dendritic calcium transients require T-type Ca2+ channels but not so-
dium channels (11). Both hyperpolarizing pulses and IPSPs (through 
inhibition of action potentials) induce a hyperpolarizing membrane 
potential. Furthermore, it is thought that rebound spiking induces 
the Ca2+ transients in DCN neurons. The amount of rebound spiking 
thereby determines whether LTP or LTD will be evoked, that is, in 
which ‘direction’ the change in synaptic strength will be (9). 

Following Aizenman et al.’s (9) conclusion that IPSPs and hyperpo-
larization can elicit rebound-induced spiking, Aizenman and Linden 
(10) studied the conditions necessary to induce rebound in rats (10). 
Results indicated that IPSPs are more efficient at inducing rebound 
spiking than hyperpolarizing bursts (10). Rebound-induced spiking 
is evoked following a release from inhibition. Therefore, the more 
depolarization, the stronger rebound activation, with a peak acti-
vation at membrane potentials of -60 to -70 mV (this is within the 
low threshold, voltage-gated T-type Ca2+ channel’s activation range 
(10). This provides further evidence that rebound-induced spiking is 
being mediated by Ca2+ channels, specifically T-type channels (9,10) 
being de-inactivated after hyperpolarization (9).  T-type Ca2+ chan-
nels are involved in all forms of rebound activity exhibited in DCN 
cells (12). Furthermore, rebound-induced spiking is blocked in DCN 
cells when a T-type Ca2+ antagonist, mibefradil is applied (13) and 
rebound evoked by synaptic inhibitory input or current injection is 
suppressed by the T-type Ca2+ antagonist, TTA-P2 (12).

Nonetheless, Ca2+ transients can be mediated by more than just T-
type Ca2+ channels.  Plasticity may also depend upon NMDA receptors 
(6), as moderate or large Ca2+ influxes via activation of NMDA recep-
tors as well as or L-type Ca2+ channels can also evoke cell-wide LTD 
or LTP of IPSC.  L-type Ca2+ channels also play a role in eliciting LTP 
at MF-DCN synapses excitatory post-synaptic currents (EPSCs) (14). 
Hyperpolarization and disinhibition following high frequency exci-
tation are necessary to generate LTP of EPSPs in DCN cells (15). Each 
of the above steps requires calcium regulation: Excitation activates 
calcium-dependent calcineurin while inhibition decreases L-type 
Ca2+ influxes (14). Lastly, disinhibition allows for calcium-activated 
α-CAMKII to triggers potentiation following the release from inhibi-
tion (14).

Neurons in the DCN show short-term depression

Short-term depression induces a less sustained decrease in synaptic 
strength than long-term depression. Because of the high PC to DCN 
convergence ratio, DCN cells are continuously bombarded with in-
hibitory input from PC neurons yet still have a constant basal firing 
rate (16). Short-term depression of PC-DCN synapses may therefore 
allow for such basal firing to occur in the DCN. 

In a study by Telgkamp and Raman (16) identified two stages of 
short-term depression: A fast, frequency dependent stage and a slow, 
frequency independent stage (16). As a consequence, IPSC recovery 
from the first stage of depression is more rapid (~100 millisecond) 
than recovery from the second stage of depression (~10 second) (16). 
Increases in presynaptic activity therefore lead to “steady-state”-
depressed IPSCs, most probably due to IPSCs never fully recovering 
from the second, slower stage of depression between the applications 
of high frequency stimuli (16). On the other hand, decreased presyn-
aptic activity leads to larger IPSC that fully recover between applied 
stimuli (16). Inhibitory post-synaptic currents evoked at the sponta-
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neous firing rate of PCs depress by 60% (16).

In all, the spontaneous activity of PC activity is thought to lead to 
short-term depression at the PC-DCN synapses allowing for basal 
DCN activity despite the high convergence of inhibitory PC cells (16). 
In this sense, short-term synaptic depression at the PC-DCN synapse 
functions to moderate inhibition of DCN cells (16). Such depression 
at the PC-DCN synapses occurs at varying firing frequencies and per-
sists through glutamate blocking (MCPG blocker) but not through 
GABA blocking (SR95531 blocker) (16).

Neurons in the DCN show non-synaptic plasticity 

Non-synaptic plasticity does not modify the strength of the synapse 
but induces changes in intrinsic excitability. Changes in the intrin-
sic excitability in DCN excitatory cells can manifest as an increase 
in firing rate or a decrease in intrinsic spike threshold (7). Tetaniza-
tion protocols, NMDAR activation and depolarizing currents can all 
induce intrinsic excitability in DCN neurons (6,7,15).

In one study conducted by Aizenman and Linden (2000) (7), a tetani-
zation protocol was applied. In their study, a tetanus of 10 high 
frequency bursts of 10 pulses at 100 Hz was applied at a frequency 
of 4 Hz (7). Results indicate that tetanization lead to sustained in-
creases in intrinsic excitability of DCN cells compared to cells that 
did not receive a tetanus (7). Similarly, activation of NMDA receptors 
also lead to a sustained increase in intrinsic excitability of DCN cells 
recorded from rat cerebellar slices (7). Additionally, when cells are 
bathed in NMDA antagonist, D-AP5, no increase in spiking occurs (7), 
further supporting the role of NMDA receptors in intrinsic excitabil-
ity. In both tetanization and NMDA receptor activation paradigms, 
Ca2+ is required. Ca2+ influxes can be achieved through depolarizing 
currents leading to Ca2+ voltage-gated calcium channel activation 
or Ca2+ coming into the cell via NMDA receptors (7).  These calcium 
influxes might be a result of “burst-pause” input from PCs on DCN 
neurons (7).

Neuron spine index is correlated with the changes in 
intrinsic excitability in DCN cells

A study of neuronal morphology of mostly large and multipolar DCN 
projection neurons in vivo in rats between 6 to 9 post-natal days-old 
(P6-9) and P13-16 demonstrated a correlation between spine index (a 
measure of how spiny and sinuous dendrites are) and intrinsic excit-
ability properties (8). An increase in spine index is correlated with a 
decrease in basal firing rate, larger after hyperpolarizing potentials 
(AHP) and a more negative resting membrane potential (8). Intrinsic 
excitability also increases with age. At P6-9 and P13-16, large DCN 
projection neurons have similar morphology, but cells at P6-9 show 
less intrinsic excitability (8). Furthermore, as Aizenman et al. (8) re-
port, dendritic morphology of DCN projection neurons mature dur-
ing pre-natal development and PCs innervate DCN cells in late pre-

natal development (8). However, intrinsic excitability properties only 
mature later in post-natal development (8).

Neuroplasticity and Eye-Blink Conditioning

In general, long-term bidirectional synaptic plasticity is involved in 
associative learning (17). The role of neuroplasticity in the DCN has 
been studied in relation to eye-blink conditioning (EBC) (17,18,19). 
EBC is a form of classical conditioning of the eyelid or nictitating 
membrane (18) which involves the association of an unconditioned 
stimulus (US) and a conditioned stimulus (CS) (19). Naïve animals 
will blink in reaction to an US (e.g. puff of air) thus eliciting an un-
conditioned response (UR) (19). On the other hand, trained animals 
will also blink in reaction to a CS (e.g. tone) thus eliciting a response 
similar to the US known as a conditioned response (CR) (19). It has 
been proposed that MF and CF of the cerebellum convey information 
of the CS and US respectively (17). An early study by McCormick and 
Thompson (18) studied the relative contribution of the cerebellar 
cortex and the DCN, in particular the ipsilateral lateral cerebellum 
including the dentate and interpositus nuclei, in EBC. In this study, 
the dentate-interpositus region was shown to be necessary for learn-
ing the CR (18). Lesions in the dentate-interpositus region abolish 
CR while lesions in the cortex failed to abolish CR (18). This suggests 
that the lesions disrupt the output of the dentate-interpositus nuclei 
rather than the connection between the cortex and this DCN region 
(18). Furthermore, McCormick and Thompson proposed that these 
results suggest that plasticity necessary for EBC learning is restricted 
to the dentate-interpositus region (18). Chen et al. (17) reported simi-
lar results with lesions in the interpositus nucleus abolishing EBC 
learning (17). However, the cerebellar cortex is nonetheless involved 
in EBC. In a study by Chen et al. (17), because of the unique anatomy 
of the PC-DCN synapses, PC mutants mice have no neural output from 
the cortex to the DCN (17). These mutants showed impaired learning 
of CR compared to wild-types but with further training, were able 
to achieve minimal EBC (17), therefore the cerebellar cortex is also 
required for normal EBC. Various forms of synaptic plasticity may be 
involved in EBC (19). For example, Kim and Thompson (19) demon-
strated that EBC impairment correlates with LTD at PF-PC synapses.

Function of the DCN

In general, the role of the cerebellum in motor activity and learning 
is well-studied. Both inhibitory and excitatory inputs from the cer-
ebellar cortex influence DCN output and subsequently its function. 
In an early study by Llinas and Muhlethaler (20), intracellular record-
ings in guinea pigs demonstrated that DCN neurons generated EPSPs 
in response to input from CF collaterals, originated from the inferior 
olive, and MF collaterals, originated from precerebellar nuclei (2,20). 
DCN neurons also generate IPSPs in response to PC input (20), which 
can These PCs convey information via spike frequency alternations 



Neuroplasticity and Post-Synaptic Rebound-Induced Spiking at Purkinje Cell-Deep Cerebellar Nuclei Synapses

Volume 9   -   Issue 1   -   March 2014 53

and spike timing (5). Subsequently, the DCN provide excitatory out-
put to the brainstem and thalamus, as well as inhibitory output to the 
inferior olive (2). Since PCs influence DCN activity, they subsequently 
affect motor activity. Graded PC activation leads to graded inhibition 
in DCN (21). 

Influence of PC Synchrony on DCN

PCs convey information through inhibitory input from the cerebellar 
cortex to the DCN. Synchronized PC firing influences both spike rate 
and timing of DCN cells (22). An increase in PC synchrony leads to an 
increase in DCN spike rate (22). Synchrony of CF evoked spikes in PCs 
is due to gap junctions, which allow CFs that innervate separate PCs 
to be “electronically coupled” (5). PC synchrony plays a crucial role 
in information processing. Blocking olivary neuron coupling disrupts 
synchrony and rebound activity, leading to impaired and ill-timed 
reflex movements in some cases (5).

Furthermore, pauses in PC firing elicit DCN spikes with higher PC 
synchrony leading to more precisely timed DCN responses to inhibi-
tory input (22). Spiking in PCs may also be generated intrinsically 
(23). Each of these spikes individually has a minimal influence on the 
DCN; however, due to high PC-DCN convergence, synchronized spikes 
can influence DCN firing via feed-forward inhibition (5).

Along with conveying information via spike rate, DCN neurons are 
thought to be able to transmit the timing of synchronized PC neurons 
spikes (24). Person and Raman (24) demonstrated that in vitro, desyn-
chronized IPSPs which mimics PC input generate no spiking in DCN; 
while synchronized IPSPs do (24). As a consequence, DCN neurons 
fire spikes in-between the synchronized inhibitory PC input, that is, 
the DCN neurons fire spikes that are time-locked (24). Such as time-
locked computational model may provide a model to describe the 
coordination of movement by the cerebellum, however, Medina (25) 
debates the generality of these results under physiological in vivo 
conditions. Medina (25) points out that further study is necessary to 
determine how the DCN balances both the synchronized, as Person 
and Raman (24) proposed, inhibitory PC input and excitatory MF 
and CF input (25). Khodakhah (25) also questions whether complete 
synchronization of two PC is probable and proposed optogenetic in 
vivo studies to increase specificity of PC activation to further test the 
time-locking model. Both Medina and Khodakhah (25) point out that 
the current model of cerebellar control of movement, rate code (an 
averaging of the rate of firing frequency to convey information) has 
not been refuted and thus time-locking may work in conjunction 
with a rate code computational model (25). In vivo, desynchronized 
IPSPs inhibit firing in DCN while synchronized IPSPs causes an in-
crease in DCN spiking rate but only when performed at near physio-
logical temperature (36 °C) (24). After synchronized IPSPs, there were 
short latency, well-timed action potentials generated because of the 
high PC-DCN convergence ratio (40:1), high post-inhibitory intrinsic 
firing rate (~90 Hz) and rapid IPSC decay (τdecay=2.5 ms is significantly 

briefer than that at 22°C) (24). Faster IPSC decay allows for full de-
cay of the inhibitory current between stimuli (24). Phase-locking of 
spikes to synchronized input also occurs in the DCN (24). DCN cells’ 
spiking peaks at intervals corresponding to the intervallic generation 
of synchronized IPSPs allowing for the DCN to encode temporal in-
formation (24). As a consequence, faster decay periods would lead to 
more decay of IPSCs which may contribute to a fuller recovery from 
the second, slower state of short-term depression (16).

Influence of Rebound Activity on DCN

Rebound activity occurs following release of DCN cells from PC-gener-
ated IPSPs. Furthermore, rebound-induced spiking follows the offset 
of PC inhibition and not the onset (21). The release of this inhibitory 
input leads to an increase in firing (5,21). Mechanistically, rebound 
spiking is due to the opening of low-threshold, voltage-gated Ca2+ 
channels (10). Ca2+ channels de-inactivate with hyperpolarization 
and open with the return to a resting potential (20).

Synchrony of PC firing has an influence on generating rebound activ-
ity in the DCN. When individual PC neurons fire spikes together, there 
is both an increase in synchrony and an increase in the probability of 
eliciting rebound activity due to a decrease in PC background input 
(5,22). Computational models have postulated that rebound activity 
functions to trigger motor activity (22). GABAergic neurons in the 
DCN demonstrate rebound activity, which acts in an inhibitory feed-
back loop to the inferior olive (5). Non-GABAergic DCN neurons also 
demonstrate rebound activity which may act to influence motor and 
premotor areas (5).

A single, individual IPSP provides a small effect on the DCN (26). 
Therefore, concerted modulation from PC would be necessary to 
evoke rebound activity in vivo (26). With low PC synchrony, DCN cells 
are subject to a tonic inhibitory input (26). However, with synchrony 
of PC cells as discussed above, DCN cells produce large compound 
IPSP and rebound activity (26). Witter et al.’s (21) optogenetic study 
allowed for the synchronized activation of only PCs. In this method, 
a variant of the channelrhodopsin-2 is expressed in PCs in mice thus 
allowing for light to activate PCs specifically (21).  Results confirmed 
that strong synchronized stimulus of PC led to more precisely timed 
rebound in the DCN (21). With this, the end of synchronized PC cor-
responded to movement in awake mice (21). Witter et al. (21) provide 
a PC control model of motor activity. In this model, a PC network is 
activated leading to graded control of rebound activity in the DCN 
which ultimately leads to the onset of motor activity (21).

The implications of PC activity triggering rebound-induced firing 
requires more study considering the majority of research (e.g. 9,10) 
has been conducted in vitro. As mentioned, a recent 2013 study by 
Witter et al. circumvented one limitation of electrophysiology, which 
is ensuring activation of specific cell types by using an optogenetic 
method (21). Using this method, Witter et al. (21) concluded that re-
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rebound firing followed the offset of PCs activity and that even weak 
activation of PCs led to rebound in vivo (21). Nonetheless, further re-
search is necessary as the exact role of rebound-induced spiking in 
vivo remains (13). 

Connections to the prefrontal cortex

The cerebellum is known to be involved in motor activity, particu-
larly motor learning (2). However, connections between the DCN 
and other physiological regions extend beyond motor function (27). 
While cerebellar involvement in motor activity and motor disor-
ders has been well-studied, recent studies also indicate the DCN is 
involved in prefrontal activity. For example, multi-synaptic path-
ways have been found between the interpositus nucleus in rodents 
(equivalent to the fused emboliform and globose nuclei in humans), 
and the motor cortex and prefrontal cortex (27). Labelling neurons 
in the prefrontal cortex, area 46 and the motor area (M1) with ra-
bies virus demonstrated that the interpositus nucleus has synaptic 
pathways to both the prefrontal cortex and the motor cortex (27). 
Neurons labelled from M1 were found in the dorsal portion of the 
posterior interpositus nuclei, in the anterior interpositus nucleus 
and in the dorsal portion of the dentate nucleus (27). On the other 
hand, neurons labelled from area 46 were found in the ventral por-
tion of the posterior interpositus nucleus and in the ventral portion 
of the dentate nucleus (27). Moreover, the PCs from the C2 cerebellar 
cortex zone were found to project to the posterior interpositus nu-
cleus, while PCs from the C1/C3 zones project to the anterior inter-
positus nucleus (27). Therefore, there are separate cerebellar output 
pathways to the prefrontal cortex and the motor cortex in the inter-
positus nucleus and the dentate nucleus (27).

Conclusions

The DCN receives excitatory input from MF and CF, and inhibitory in-
put from the cerebellar cortex via PCs. Both synaptic and non-synap-
tic plasticity has been shown to occur in the DCN. For example, long-
term synaptic changes occur at the inhibitory PC-DCN synapses and 
at excitatory PF-DCN synapses. Rebound-induced spiking is thought 
to mediate Ca2+ influxes which dictate whether long-term plasticity 
will involve an increase in synaptic strength or a decrease in synaptic 
strength. Short-term depression is also seen in DCN cells and can be 
broken down into two stages. Due to high PC inhibitory input on the 
DCN, spontaneous PC firing is thought to evoke short-term depres-
sion which allows for DCN cells to demonstrate basal firing. Further-
more, non-synaptic changes in large DCN projection neurons include 
changes in intrinsic excitability which correlates with dendritic 
spine index. Functionally, PC synchrony and IPSP-driven rebounds 
have been postulated to influence DCN function although the exact 
role that PC synchrony and rebound play is debated. PC synchrony 
may function to provide concerted PC firing on the DCN. The DCN 
firing has shown time-locking and phase-locking to synchronized PC 

firing which may allow for the DCN to convey temporal information. 
In addition to bidirectional plasticity, rebound may function to trig-
ger motor activity. The cerebellum’s involvement in motor activity 
has been extensively studied.  The importance of the DCN in motor 
activity is demonstrated with congenital diseases which include DCN 
pathologies such as dentate nucleus atrophy and symptoms includ-
ing a lack of coordination of movements, difficulties swallowing and 
difficulties articulating speech (28). However, the DCN also shows 
synaptic pathways to prefrontal cortex regions.  
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Abstract
 
Background: In the past, much of the scientific research on microbes focused on mechanisms 
of infection and disease. This was not in vain, as we gained valuable knowledge about our 
immune system, as well as the ability to develop vaccines and antibiotics. However, the 
relationship between humans and microbes is complex. These species have been co-evolving 
since multicellular organisms evolved on Earth. 

Summary: Recently, it is beginning to be appreciated that the majority of relationships between 
humans and microbes are beneficial. From this follows an understanding that beneficial 
microbes are vital to the normal physiological development of our gut and immune system. This 
beneficial relationship between the human host and the multitude of microbial communities 
is well established. However, currently in the developed world epidemiological studies are 
showing dramatic increases in autoimmunity, allergies, and obesity. It is thus suggested that 
within westernized societies hygiene is altering the relationship between the gut and the 
human host in a way that makes humans susceptible to conditions not seen in less developed 
countries.  This understanding advanced the “hygiene hypothesis,” and more recently the, “old 
friends hypothesis” and “disappearing microbiota hypothesis” as possible explanations for the 
observed epidemiological phenomena. What follows is a review of the relationship between gut 
microbes and the host’s immune system, with a focus on how hygiene (antibiotics, chlorination 
of water, etc.) is beginning to alter this relationship. This review concludes that a further 
understanding of how hygiene affects the relationship between humans and microbes will be 
crucial for developing effective therapies considerate of our microbial friends.

REVIEW ARTICLE

Introduction

Bacterial life inhabited earth billions of years before humans evolved. 
Therefore, it is well accepted that during the evolution of complex 
multi-cellular organisms, the microbial world played a role in influ-
encing the structure and function of humans (1,2). This proposition 
is further supported by the evidence that there are an order of mag-
nitude more microbial cells than somatic cells in and on the human 
body (3,4). For these reasons, it is common to view the relationship 
between the host and most microbes as mutually symbiotic (2,5,6). 
The recognized ecologic definition of symbiosis put forth by Anton 
de Bary is a prolonged association between two or more organisms of 
different species. Mutualistic if both organism benefit and parasitic
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This review will explore how 
the symbiotic microbes 
in our gut, hygiene (e.g., 
increased use of hand 
sanitizer, cleaning products, 
antibiotics and vaccinations), 
and the immune system 
interact with each other to 
contribute to human health.
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if one is harmed while the other benefits. The relationship is mutu-
ally symbiotic in the sense that the microbiota access nutrients not 
attainable through host digestive mechanisms and help to guide the 
proper development of the host’s immune system (2,3,4,5). In return 
the collaborating microbiota gain a safe, nutrient rich ecosystem (2).

Much of the microbiota that consists of bacteria, viruses, fungi, and 
other microeukaryotes live symbiotically within the human gastroin-
testinal tract (2,3,5). Thus, the gut serves as a useful setting to under-
stand the benefits of this symbiotic relationship. In order to maintain 
this safe environment it is likely that the gut microbiota evolved to 
function closely with our own immune system, which would selec-
tively destroy pathogenic agents and maintain the non-pathogenic 
populations (2).

Additionally, the gut microbiota play a vital role in immune home-
ostasis, or the maintenance of a stable immune system that neither 
overreacts or is too passive (5). However, this cooperation between 
species can be delicate due to the extreme microbial load present in 
the gut. The massive amount of microbes is a constant threat to the 
host systemically (7). If a usually symbiotic microbe’s cost of cooper-
ating becomes higher than the benefit it receives from the host, it has 
the potential to become pathogenic and invade systemically (7). Thus, 
those with immunodeficient disorders are at risk of infection from 
usually symbiotic bacteria, such as, Enterococcus faecalis and Bacter-
oides fragilis (7). For this reason the immune system must be able to 
maintain the balance of many different microbes while not knocking 
them out completely (7).   The responsibility to differentiate between 
pathogens and commensal microbes, and to organize and maintain 
the location, in which these microbes inhabit their host, falls to the 
host’s immune system (8, 9). The innate immune system seems to be 
primarily responsible for this intricate control of the mucosal envi-
ronment (9). It must both protect against many pathogens as well as 
cooperate with innumerable amounts of symbionts. It accomplishes 
this by isolating all the microbes to specific locations within the host, 
as the symbiotic bacteria are often only symbiotic in the location in 
which they harbor, such as the gut, vagina, or skin to name a few (10). 
The innate immune system performs this task by sampling at the 
molecular level and can be induced by the components of microbial 
cell walls alone (11). For example, lipopolysaccharides, and peptidog-
lycans or microbial-associated molecular patterns (MAMPS), are lig-
ands for pattern recognition receptors (PRR) on innate immune cells, 
such as, macrophages, and include tole-like receptors and mannose 
receptors (9, 11, 12, 13). More specifically gram-positive bacteria ex-
press lipopolysaccharides, and gram negative bacteria express tei-
choic acids (9). Through the recognition of specific MAMPs it is pos-
sible for the innate defence to differentiate between friendly MAMPs 
(symbionts) and pathogenic MAMPs or PAMPs (Pathogen associated 
molecular patterns) (9). If cells of the innate immune system (Anti-
gen presenting cells) are activated via MAMPs interacting with PRRs, 
it is possible for an adaptive immune response to be activated (9).

Therefore, understanding the symbiotic relationship that the im-
mune system shares with the microbiota may be a powerful tool to 
understand and improve human health. However, this relationship 
can be frustrated and strengthened with the addition of hygiene (In-
creased use of hand sanitizers, cleaning products, antibiotics etc.). 
This review will begin with an overview of the relationship between 
the host and its symbiotic microbes and conclude with a discussion 
on how hygiene fits into this relationship.

Evidence for symbiosis

The 20th century focus on pathogenic microbes led to an understand-
ing of immune response to pathogens and medical advances in vac-
cinations and antibiotics. However, it is now being appreciated that 
most interactions humans have with microbes are either commensal 
(one organism benefits, while the other receives no benefit, but re-
mains unharmed) or mutually symbiotic, where both organisms ben-
efit in some way (8, 14, 15).

Within a successful host-microbe relationship, microbes may benefit 
the host by releasing molecules that inhibit pathologic microbes (8). 
This means that in addition to the chemical (e.g., intestinal mucosa 
containing immunoglobulins, cytokines, chemokines and antimicro-
bial peptides) and physical (e.g., gastrointestinal epithelium) barriers 
offered by the host immune system, the symbiotic microbes also as-
sist the immune system in this defense (12).  Microbes contribute to 
the gastrointestinal physical barrier defense by creating competition 
for nutrients against the pathogens (8,12), and also by modulating 
cytokine production (12).

Microbes may also attain nutrients for the host. Examples include 
the digestion of plant material (cellulose or host-derived mucin) by 
microbes required for their own growth, which are delivered to the 
microbes via the host’s diet (8, 16). In return, the fermentation prod-
ucts can act as an energy source (e.g. butyrate as energy for colono-
cytes), gene expression regulators, and as inflammatory mediators 
to the host (8, 16). Other non-digestible materials such as inulin 
and fructo-oligosaccharides ingested by the host can act as energy 
sources (prebiotics) for the healthy microbes in our gut as well (16). 
Most interactions with microbes are not pathogenic, instead they are 
mutually symbiotic.

Evolution of normal host Immunity

Host immunity evolved in the presence of the microbiota. Due to a 
technique known as 16S ribosomal RNA gene sequencing much more 
accurate records of gut microbes can now be established when com-
pared to only using culture based studies (8, 11, 16). 16S ribosomal 
RNA gene sequencing is beneficial taxonomically because it is found 
within most bacteria, has a conserved function and is large enough 
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to be detected (17). From 16S ribosomal RNA gene sequencing, it has 
been shown that microbial communities consist of a few phyla (8, 
11, 16). Examples include Firmicutes, Bacteroidetes, Actinobacteria, 
Proteobacteria, Chlamydiae, Cyanobacteria, Defferribacteres, Deino-
coccusthermus, Fusobacteria, Spirochaetes, Verrucomicrobia (8, 11). 
Although, at first glance this may not seem like a lot of variation, at 
a species and strain level there is much diversity (8). This is thought 
to be due the many years of co-evolution between microbes and 
humans, resulting in only the successful symbionts persisting and 
evolving within the human gastrointestinal tract ecosystem (11).

In order to elucidate the interactions between the microbiota and 
the host, a technique called gnotobiology is commonly used (11). 
Gnotobiology is the study of germ-free animals while observing the 
consequences when re-colonized with certain microbes (11, 17). A 
germ free animal is one aseptically derived such that it has never 
had a microbiota. These studies have shown that the microbiota tre-
mendously influence the host’s immune system, intestinal epithelial 
cells, metabolism of materials present in gut, absorption of nutrients 
and even endocrine function (11). One example of the microbiota’s 
effects on the intestinal epithelial cells comes from studies involv-
ing Bacteroides thetaiotamicron. When germ-free mice were populated 
with only these microbes and transcriptional responses were ob-
served with DNA microarrays, complement reactive protein-ductin 
receptor expression was observed (11). This receptor is known to 
aid in epithelial repair (11). However, it is important to remember 
that mono-colonization studies are limited in their interpretation 
because it is the net function of microbial communities that drives 
host function.

Without the microbiota present in the gut the host organism suffers 
in the way of undeveloped tissues, underdeveloped immune func-
tion, malnutrition, and a serious vulnerability to infection (11). As 
demonstrated by germ-free animal experiments, a reduction in IgA 
antibodies, smaller Peyer’s patches, and a reduced number of T cells 
has been found, all important contributors to a normal immune sys-
tem (17). Furthermore, without the continuous presence of microbes 
in the gut, the antimicrobial substances usually ubiquitously present 
that act as part of the innate defense to control not only pathogens 
but all microbial populations are drastically reduced (17). All these 
changes culminate to produce an underdeveloped, immature im-
mune system. This is demonstrated by evidence showing that with 
germ free mice, secondary immune organs (i.e. spleen and lymph 
nodes) also contain underdeveloped lymphoid follicles and reduced 
B and T cell populations (17, 10). Thus, the host immune system re-
quires the presence of microbes in the gut to develop properly.

Where does hygiene fit in?

Now that the importance of the host-microbe relationship has been 
established, how hygiene gets involved can be explored. In 1989, Dav-

id Strachan observed a huge increase in the amount of allergies such 
as hay fever and could not explain this huge increase with genetics 
alone, and thus, the hygiene hypothesis was born (19,21,26). If genet-
ics alone could not explain this increase, then the environment must 
also be playing a role (21).  He suggested that although increased hy-
giene (e.g. increased antibiotic use, vaccinations, and better cleaning 
procedures such as, pasteurization, sewage treatment and chlorina-
tion) has made great contributions to human health, it also altered 
our immune system such that we are more susceptible to the devel-
opment of allergy and autoimmune disease (26). This “hygiene hy-
pothesis” was advanced because such increases in allergies were not 
seen in undeveloped countries where hygiene was less controlled 
(22). Additionally, epidemiological studies in 1998 showed that atopic 
diseases such as asthma afflicted one in five children, with the num-
bers reaching epidemic levels today (22). Furthermore, autoimmune 
diseases such as type 1 diabetes, rheumatoid arthritis, and multiple 
sclerosis have also had an increased prevalence in developed coun-
tries as compared to undeveloped countries (22). In other words, the 
hygiene hypothesis suggests that the increased hygiene has altered 
the symbiotic relationship between the host and the microbiota to 
such an extent that the host’s immune system becomes reactive to 
the host and harmless antigens.

It is important to note that the interactions occurring are complex, 
and with so many compounding variables it is difficult to say with 
certainty that the rise in allergy and autoimmune diseases is truly 
a result of increased antibiotic use and hygienic practices. For ex-
ample, opponents to the hygiene hypothesis suggest that perhaps 
the increase in autoimmune diseases may be simply due to better 
techniques for diagnosing such conditions in the developed world 
(22). Nevertheless, with epidemiological studies showing a difference 
between prevalence of allergies and autoimmune diseases between 
developed and undeveloped countries, combined with the clear dif-
ference in hygiene and medical practices, the hygiene hypothesis is 
worth considering (26).

One of the first mechanisms put forward to explain the observation 
of increased allergies and autoimmunity in Westernized societies is 
an imbalance between Th1 and Th2 cells, to key immune cells known 
to play a role in both autoimmunity and allergy respectfully (26). 
This hypothesis was explained by the knowledge that most allergies 
are associated with an increase of the immunoglobulin E (IgE) anti-
body, which is secreted by B cells via assistance from Th2 cells (22). 
In undeveloped countries where early childhood infection is com-
mon, antigen-presenting cells such as dendritic cells promote Th1 
differentiation through secretion of IL-12 and IL-18 (20). However, in 
developed countries where early childhood infection is low, Th1 dif-
ferentiation is also low. Because Th1 and Th2 cells can inhibit each 
other’s differentiation, a loss of Th1 cells may lead to a skewed Th2 
population of cells in the body resulting in inappropriate production 
of IgE and development of allergic disease (22). 
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This hypothesis may be too simple, as there are many paradoxes that 
cannot be explained. For example, in undeveloped countries there 
are also high levels of parasitic infection as well as bacterial and viral 
infections. Parasites such as intestinal helminths, or worms, elicit a 
potent Th2 response. Another paradox also presents itself with the 
increased prevalence of autoimmune diseases observed in developed 
countries. This is because autoimmune diseases are known to be as-
sociated with an inappropriate Th1 response, and if there are truly a 
lower number of Th1 cells due to less infection, there should not be 
an increase in autoimmune diseases (20, 21, 22).

Due to the above conflicts, researchers began to explore the possibil-
ity that T regulatory (Treg) cells, an immune cell responsible for the 
down regulation of inflammation, may be responsible for the pro-
tection observed in undeveloped countries (20, 21, 25, 26). Perhaps 
helminths do increase the Th2 response and also induce Treg cells to 
secrete interlukin-10, a potent anti-inflammatory cytokine to assist 
in their own survival within the host (20, 25).  However, the confusion 
only deepens with more conflicting evidence. With some groups sug-
gesting findings that helminths offer protection from allergies with 
increased interlukin-10 production (20, 25), while others groups have 
reported no difference in cytokine production (23). To further convo-
lute the investigation, a report done in the United States surveying 
approximately 20,000 Americans on physician diagnosed autoim-
mune and allergic disorders found that an increase in allergy was 
positively associated with an increase in autoimmune disease (24). 
This data weaken the hypothesis that an imbalance in Th1 and Th2 
cells provokes allergy and autoimmune disease (21). Although this 
explanation is now out of date, it was one of the first attempts made 
to explain the phenomena of the hygiene hypothesis.

Since then other suggestions have been put forward with an updated 
understanding of the hygiene hypothesis. Currently it is defined as 
the idea that the increased incidence of allergic and autoimmune dis-
eases in developed countries may be linked to a lack of exposure to 
microbes in early childhood. This allowed for the old friends hypoth-
esis, another possible explination for the increased prevelance of au-
toimmunity and allergy in developed countries (21, 25, 26). The old 
friends hypothesis suggestes that in undeveloped countries, chronic 
exposure to pathogens, including parasites that can establish them-
selves in the host, induces a chronic and harmful aggressive immune 
response that can damage healthy host tissue (21, 25). The immune 
system has adapted by up regulating the number of dendritic cells 
able to sample antigens from these chronic pathogens (21, 25, 26). 
As a result of this increased sampling, dendritic cells enhance the 
differentiation and/or function of Treg cells to these pathogens (i.e., 
“Old Friends”). These Tregs are constantly present, and thus, prevent 
damaging immune responses (21, 25, 26). Quite coincidentally, with 
increased number of dendritic cells sampling antigens, they also 
sample self-antigens and allergens more often as well, and similar 
to their response to the continuous exposure to “Old Friends” there 
is a corresponding up regulation of Treg cells towards self-antigens 

and allergens as well (21, 25). Hence, the lower prevalence of autoim-
mune disease and allergies in undeveloped countries as compared 
to developed countries can be explained by dendritic cells increased 
presentation of self-antigens (21). Therefore it has been suggested 
that increased prevalence of allergy and autoimmunity may be the 
result of humans being able to adapt to their changing environment 
with technology much faster than our genetics are able to keep up 
(21). However, this hypothesis is not widely accepted on its own. To 
make this explanation more plausible it must be explained with the 
disappearing microbiota hypothesis (27, 28). In this hypothesis it is 
suggested that although antibiotics are a powerful tool we have to 
fight infection they also destroy the host’s symbiotic microbial com-
munities (27). This collateral damage to the host’s symbiotic microbes 
is then hindered in its recovery by chlorination and pasteurization 
etc. that not only destroy pathogenic microbes but symbiotic ones in 
our environment as well (27). This lack of symbiotic microbes in the 
environment makes it difficult for the host to repopulate it’s benifi-
cal microbial communities (27, 28). One example of a disappearing 
microbe is Helicobacter pylori, a microbe found in our stomachs (27, 
28). Thus, this pattern of collateral damage to our microbiota and 
lack of symbiotic microbes in our environment slowly depletes our 
stores of healthy microbes (Hunter). The consequences of this are 
not only allergy and autoimmunity but obesity as well (27, 28).  A 
key difference between the disappearing microbiota hypothesis and 
the previous two explanations put forward is that in the disappear-
ing microbiota hypothesis emphasis is put on the lack of exposure 
to healthy microbes while the other two put emphasis on the lack of 
exposure to infectious disease (28).

These three hypotheses together prove that a complete mechanism 
to explain the epidemiological observation of increased autoimmu-
nity and allergy in developed countries is not simple. However, they 
clearly outline the fact our increased hygiene in developed countries 
is altering the host’s relationship with symbiotic microbes. Moreo-
ver, this altered relationship is affecting the host’s immune system. I 
do not want to suggest that the use of antibiotics and hygienic prac-
tices such as chlorination of water are negative and thus should be 
stopped. The purpose here is to call attention and emphasize that 
the majority of our interactions with microbes is not pathogenic, and 
that we should be cautious and considerate of our microbial friends.

Conclusion

Over billions of years, we have co-evolved with the microbes that call 
us home. The gastrointestinal microbiota, a complex and dynamic 
ecosystem, is home to trillions of harmless microbes. These microbes 
are essential to the normal development and function of our immune 
system, and pivotal in absorbing nutrients and vitamins.  Gnotobi-
otic animal studies have demonstrated the devastating effects on the 
host’s ability to defend itself against various pathogens when the mi-
crobial community composition is altered.
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It is clear that there is still much to learn. The mechanisms of 
the three hypotheses have proven to be elaborate, representing 
a challenge to find solid experimental evidence to explain the 
epidemiological patterns being observed, especially with regard to 
allergy and autoimmunity. Despite the complexity, it is clear that 
with a better understanding of our symbiotic relationship with 
microbes and our hygiene may affect the function of our immune 
system, it will be possible to incorporate better therapies for various 
ailments, and improve the quality of life for residents in both 
developing and developed countries.
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